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Session Types: Achievements and Challenges

Simon J. Gay
School of Computing Science, University of Glasgow, UK
Simon.Gay@glasgow.ac.uk

Abstract

Session types are type-theoretic specifications of communication protocols, introduced by Kohei Honda and collaborators in the mid-1990s. They define the type and sequence of messages exchanged via a communication medium, and allow type-checking techniques to be used to verify protocol implementations. Whereas data types codify the static structure of information in a computer program, session types codify the dynamic structure of communication in a software system. The classic slogan “algorithms + data structures = programs” can be generalised to “programs + communication structures = systems”, and the full range of type-checking technology can be generalised too.

In the simplest form, a session type specifies a straightforward sequence of messages. The type $\texttt{!int.\;?bool.\;end}$ describes how to run a protocol on an endpoint of a communication channel: first send (\texttt{!}) an integer, then receive (\texttt{?}) a boolean, then terminate. The other endpoint has the dual type $\texttt{?int.\;!bool.\;end}$. More complex protocols include choice and repetition. For example, the recursive type $\texttt{S}$ defined by $\texttt{S = &\texttt{start :?int.\;!bool.\;S, stop : end}}$ describes a protocol that offers a choice between \texttt{start} and \texttt{stop}, each with its own continuation protocol. The basic idea for protocol verification is to match the structure of a session type with the use of communication operations in a program.

The twenty years since the introduction of session types have seen a dramatic growth in research activity. There is now a substantial community, and most programming-language-related conferences regularly include papers on session types. Several themes of research can be identified:

- Generalisation of session types from two-party to multi-party sessions.
- Transfer of session types from pi-calculus to a range of programming language paradigms.
- Logical foundations of session types via a Curry-Howard correspondence with linear logic.
- Connections between session types and automata theory.
- Development of programming language implementations and session-type-based tools.
- Broadening the original focus on static type-checking to include dynamic monitoring.
- Incorporation of time and error-handling.
- Connections with more general type-theoretic concepts such as dependent types, gradual types and typestate.

The lecture will introduce session types, survey the main themes and achievements of the field, and suggest directions for future work that are likely to be of interest to researchers from the wider area of type theory.
Mechanized metatheory revisited (abstract)

Dale Miller
Inria & LIX/École polytechnique
dale.miller@inria.fr

Over a decade ago, the POPLmark challenge [2] suggested that the theorem proving community had tools that were close to being usable by programming language researchers to formally prove properties of their designs and implementations. The authors of the POPLmark challenge looked at existing practices and systems and urged the developers of proof assistants to make improvements to existing systems.

Our conclusion from these experiments is that the relevant technology has developed almost to the point where it can be widely used by language researchers. We seek to push it over the threshold, making the use of proof tools common practice in programming language research—mechanized metatheory for the masses. [2]

In fact, a number of research teams have used proof assistants to formally proved significant properties of entire programming languages. Such properties include type preservation, determinacy of evaluation, and the correctness of an OS microkernel and of various compilers: see, for example, [9, 10, 11, 15].

As noted in [2], the poor support for binders in syntax was one problem that held back proof assistants from achieving even more widespread use by programming language researchers and practitioners. In recent years, a number of extensions to programming languages and to proof assistants have been developed for treating bindings. These go by names such as locally nameless [4, 18], nominal reasoning [1, 5, 17, 19], and parametric higher-order abstract syntax [6]. Some of these approaches involve extending underlying programming language implementations while the others do not extend the proof assistant or programming language but provide packages, libraries, and/or abstract datatypes that attempt to hide and orchestrate various issues surrounding the syntax of bindings. In the end, nothing canonical seems to have appeared since the POPLmark challenge was made: we are left with a simple grid that rates different approaches on various attributes [16].

Clearly, mature and extensible proof assistants, such as, say, Coq, HOL, and Isabelle/HOL can be extended to deal with syntactic challenges (such as bindings in syntax) that they were not originally designed to handle. At the same time, it seems plausible and desirable to pursue approaches to the problem of bindings in syntax and metatheory more generally.

In this talk, I will argue that bindings are such an intimate aspect of the structure of expressions that they should be accounted for directly in the underlying programming language support for proof assistants. High-level and semantically elegant programming language support can be found in rather old and familiar concepts. In particular, Church's Simple Theory of Types [7] has long ago provided answers to how bindings interact with logical connectives and quantifiers. Similarly, the proof search interpretation [13] of Gentzen's proof theory [8] provides a rich model of computation that supports bindings. I outline several principles for dealing computationally with bindings that follow from their treatments in quantificational logic and sequent calculus. One of the most central principles about bindings is that bound variables never become free: instead bindings can move from term-level bindings (λ-abstractions) to formula-level bindings (quantifiers) to proof-level bindings (eigenvariables and nominal constants) [12, 14] I will also describe some implementations [3, 12] of these principles that have helped to validate their effectiveness as computational principles.

2
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Intersection Types for denotational semantics

Simona Ronchi Della Rocca

Dipartimento di Informatica, Università di Torino, Italy

Intersection types can supply a tool for reasoning in a finitary way about the denotation of terms in models of lambda calculus. I will show how intersection type assignment systems can be tailored in such a way of describing denotational interpretation of terms in three very general classes of lambda-models, namely Scott models, based on domains of continuous functions, Girard models, based on the domains of stable functions, and relational models, based on the category of sets and relations, recently defined by Ehrhard, Bucciarelli and Manzonetto, starting from an idea of Selinger. Each one of the three classes is described by a parametric type assignment system, when a particular model is grasped by a suitable instance of the parameter. The three parametric type assignment systems share a similar structure, but they differ not only in the parametric rules, but also in the properties of the intersection and in the structural rules. Namely, intersection needs to be idempotent to describe functional semantics, but not idempotent to describe relational semantics, weakening is necessary for the continuous semantics, while it is unsound in both the stable and relational semantics. Despite the differences between the various approaches, in each case the problem asking if two closed terms are equal in a model reduces to that one of asking if they can be assigned the same set of types in a given type assignment system. There are finitary techniques for solving the last problem: so intersection types supply a tool for proving semantical properties of terms, which can be applied in a uniform way to different kinds of models.
On the Decidability of Conversion in Type Theory

Andreas Abel, Thierry Coquand, and Bassel Mannaa

Department of Computer Science and Engineering, University of Gothenburg, Gothenburg, Sweden
{andreas.abel,thierry.coquand,bassel.mannaa}@cse.gu.se

We present a proof of decidability of conversion in dependent type theory with natural numbers \( \mathbb{N} \), a universe \( \mathcal{U} \) à la Russell, and functional extensionality. Our approach is based on one by Abel and Scherer [1] with the difference that we use typed weak head reduction and thus get subject reduction for free. First we define a logical relation and prove it sound and complete w.r.t. the type system. We then obtain canonicity, injectivity of \( \Pi \), and unicity of types for neutral terms. We then define algorithmic equality and show it is decidable. We define a second logical relation and show it is sound and complete w.r.t. the type system and algorithmic equality. We thus conclude that conversion is decidable in the type system.

Typed weak head reduction \( \Gamma \vdash t \to t' : A \), which is a subrelation of conversion \( \Gamma \vdash t = t' : A \), is given by:

\[
\begin{align*}
\Gamma \vdash t \to t' & : \Pi(x:A)B \\
\Gamma \vdash a & : A \\
\Gamma, x:A \vdash t : B & \\
\Gamma \vdash \lambda x.t & : \Pi [a] \\
\Gamma \vdash t \to u & : A \\
\Gamma \vdash A & : B \\
\Gamma \vdash t & \to u : B \\
\Gamma \vdash A & \to B : \mathcal{U} \\
\Gamma \vdash A & \to B
\end{align*}
\]

We also define the usual reflexive-transitive closures \( \to^* \) of these relations.

We define a logical relation by mutual induction-recursion. Inductively we define \( \Gamma \vdash A \) by introduction rules. By recursion on the proofs of \( \Gamma \vdash A \) we define \( \Gamma \vdash a : A \), \( \Gamma \vdash a = b : A \) and \( \Gamma \vdash A = B \).

**Definition 1.** \( r_N \) \( \Gamma \vdash A \to^* \mathbb{N} \)
\[
\begin{align*}
\Gamma \vdash A & \to^* K \\
K & \text{neutral} \\
\Gamma & \vdash A
\end{align*}
\]

\( r_{-\text{NEU}} \) \( \Gamma \vdash A \to^* \mathcal{U} G \)
\[
\begin{align*}
(\forall a, b, \forall \Delta \leq \Gamma)(\Delta \vdash a = b : F \Rightarrow \Delta \vdash G[a] = G[b]) \\
\Gamma & \vdash A
\end{align*}
\]

- If \( \Gamma \vdash A \) by \( r_{-\text{NEU}} \) \( \mathcal{U} \to^* K \) with \( K \) neutral then
  - \( \Gamma \vdash A = B \) if \( \Gamma \vdash B \to^* L \) with \( L \) neutral and \( \Gamma \vdash K = L \).
  - \( \Gamma \vdash t : A \) if \( \Gamma \vdash t \to^* l : A \) with \( l \) neutral.
  - \( \Gamma \vdash t = u : A \) if \( \Gamma \vdash t \to^* l : A \) and \( \Gamma \vdash u \to^* k : A \) with \( l \) and \( k \) neutral and \( \Gamma \vdash l = k : A \).
- If \( \Gamma \vdash A \) by \( r_{-N} \) then
  - \( \Gamma \vdash A = B \) if \( \Gamma \vdash B \to^* \mathbb{N} \).
  - \( \Gamma \vdash t : A \) if one of (i.) \( \Gamma \vdash t \to^* 0 : A \) (ii.) \( \Gamma \vdash t \to^* S\ u : A \) and \( \Gamma \vdash u : A \) (iii.) \( \Gamma \vdash t \to^* k : A \) with \( k \) neutral.
  - \( \Gamma \vdash t \to u : A \) if one of (i.) \( \Gamma \vdash t \to^* 0 : A \) and \( \Gamma \vdash u \to^* 0 : A \) (ii.) \( \Gamma \vdash t \to^* St' : A \), \( \Gamma \vdash u \to^* S\ nu : A \) and \( \Gamma \vdash t' = u' : A \) (iii.) \( \Gamma \vdash t \to^* k : A \) and \( \Gamma \vdash u \to^* l : A \) with \( l \) and \( k \) neutral and \( \Gamma \vdash k = l : A \).
• If $\Gamma \vdash A$ by $f$-Π with $\Gamma \vdash A \rightarrow^* \Pi(x:F)G$ then
  - $\Gamma \vdash A = B$ if $\Gamma \vdash B$ with $\Gamma \vdash B \rightarrow^* \Pi(x:H)E$ and $\Gamma \vdash F = H$ and $\Delta \vdash G[a] = E[a]$ whenever $\Delta \vdash a : F$ for any $a$ and $\Delta \leq \Gamma$.
  - $\Gamma \vdash f : A$ if $\Gamma \vdash f : A$ and $\Delta \vdash f a : G[a]$ whenever $\Delta \vdash a : F$, and $\Delta \vdash f a = f b : G[a]$ whenever $\Delta \vdash a = b : F$ for any $a, b$ and $\Delta \leq \Gamma$.
  - $\Gamma \vdash f = g : A$ if $\Gamma \vdash f : A$ and $\Gamma \vdash g : A$ and $\Delta \vdash f a = g a : G[a]$ whenever $\Delta \vdash a : F$ for any $a$ and $\Delta \leq \Gamma$.

Formally, $\Gamma \vdash A$ is the type of a derivation. E.g., the rule $f$-N should be written as
\[
\frac{\mathcal{R} :: \Gamma \vdash A \rightarrow^* N}{\text{trm} :: \Gamma \vdash A \rightarrow^* N}
\]
where $\mathcal{R}$ is a proof of $\Gamma \vdash A \rightarrow^* N$. The forcing $\Gamma \vdash t : A$ is then given by a map $\text{trm} : (\Gamma \in \mathcal{C}, A \in \mathcal{T}, F \in (\Gamma \vdash A)) \rightarrow \mathcal{P}(\mathcal{T})$ defined by recursion on $F$, where $\mathcal{C}$ and $\mathcal{T}$ are the sets of contexts and terms and $\mathcal{P}$ denotes the powerset operation. A proof irrelevance result showing $\text{trm}(\Gamma, A, F) = \text{trm}(\Gamma, A, F')$ for any two derivations $F$ and $F'$ of $\Gamma \vdash A$ then allows us to write $\Gamma \vdash t : A$ whenever $t \in \text{trm}(\Gamma, A, F)$.

Since subject reduction is immediate, soundness is also immediate from the definition. Completeness follows from the usual fundamental theorem of logical relations (long proof).

**Lemma 2** (Soundness). If $\Gamma \vdash J$ then $\Gamma \vdash J$.

**Theorem 3** (Completeness). If $\Gamma \vdash J$ then $\Gamma \vdash J$.

**Corollary 4** (Canonicity). If $\Gamma \vdash t : N$ then $t \rightarrow_i S^k 0 : N$ for some $k$.

**Corollary 5** (The function type constructor $\Pi$ is injective). If $\Gamma \vdash \Pi(x:F)G = \Pi(x:F')G'$ then $\Gamma \vdash F = F'$ and $\Gamma, x:F \vdash G = G'$.

We then define algorithmic equality $\Gamma \vdash A \text{ conv } B$ and $\Gamma \vdash a \text{ conv } b : A$. Intuitively it says that two terms are convertible if the have a common normal form. Soundness and conversion have simple inductive proofs, thanks to the meta theory established with the logical relation.

**Lemma 6** (Soundness of algorithmic equality). If $\Gamma \vdash A \text{ conv } B$ then $\Gamma \vdash A = B$ and if $\Gamma \vdash a \text{ conv } b : A$ then $\Gamma \vdash a = b : A$.

**Lemma 7** (Conversion is decidable). If $\Gamma \vdash A$ and $\Gamma \vdash B$ then $\Gamma \vdash A \text{ conv } B$ is decidable. If $\Gamma \vdash a : A$ and $\Gamma \vdash b : A$ then $\Gamma \vdash \text{ conv } a : \text{ conv } b : A$ is decidable.

On top of algorithmic equality we define a second logical relation similarly to Definition 1. The one major difference is that for two neutral terms $k$ and $l$ of some base type, say $N$, to satisfy $\Gamma \vdash k = l : N$ they need not only to be judgmentally equal but also convertible. After proving the fundamental theorem for this second logical relation, we get completeness of algorithmic equality.

**Lemma 8.** If $\Gamma \vdash A \rightarrow B$ then $\Gamma \vdash A \text{ conv } B$ and if $\Gamma \vdash a = b : A$ then $\Gamma \vdash a \text{ conv } b : A$.

**Theorem 9.** In type theory, judgemental equality is decidable.

**References**

An Extension of Martin-Löf Type Theory with Sized Types

Andreas Abel and Théo Winterhalter

1 Department of Computer Science and Eng., Gothenburg University, Sweden
abela@chalmers.se

2 École Normale Supérieure de Cachan, France
theo.winterhalter@ens-cachan.fr

Abstract

We present a dependent type theory for which termination checking is entirely type-based, through the use of sized types. Sizes are absent from terms to ensure they are irrelevant for computation and reasoning. The novelty of our approach is the combination of first class size quantification \( i! \rightarrow T \) and dependent types, justified by a predicative semantics.

Proof assistants based on dependent types, such as the very successful implementation Coq [9], rely on a termination checker to validate proofs by induction, which are represented as purely functional, recursive programs. The prevailing structural termination checkers have the main drawback that they lack compositionality, i.e., one cannot abstract out arbitrary parts of a program without leaving the termination checker clueless.

Type-based termination – suggested for functional programming [8] and dependent type theory [6, 3] already two decades ago – inherits the compositionality of polymorphic type systems for termination checking. Sized types allow to encode size-change behavior of functions in their types, and this refined type signature can be used for termination checking later without referring to the code of these functions. This way, the termination checker does not need to inline code and break abstraction barriers, and it works well with abstract and modularized developments. Following experiments with the prototype MiniAgda [1], the proof assistant Agda [2] is the first practical system utilizing sized types for termination checking.

However, in the presence of dependent types, size witnesses in terms may get in the way of equality, preventing the user from proving expected properties about their programs. Consider the function \( \text{gscale} \) on sized natural numbers, which is a generalization of multiplication and division. For instance, \( \text{gscale} (\text{subtract} \ 1) \ (\text{add} \ 2) \) implements scaling by \( \frac{3}{2} \). It can be implemented in Agda using first-class size polymorphism for argument \( f \). Note that \( \uparrow \) is the size successor. The function \( \text{scale1} \), where both \( f \) and \( g \) are the identity, should behave as the identity function.

```agda
data Nat : (i : Size) → Set where
  zero  : ∀ i → Nat (↑ i)
  suc   : ∀ i (n : Nat i) → Nat (↑ i)

gscale : (∀ i → Nat i → Nat i) → (Nat ∞ → Nat ∞) → ∀ i → Nat i → Nat ∞
gscale f g (↑ j) (zero j) = zero ∞
gscale f g (↑ j) (suc j n) = g (suc ∞ (gscale f g j (f j n)))

scale1 = gscale (λ _ x → x) (λ x → x)
```

However, in a proof of \( \text{scale1} \) on \( i \ n \) by induction on \( n \) we get stuck in both cases, since the size arguments on the constructors \( \text{zero} \) and \( \text{suc} \) are not unifiable (\( ∞ \neq j \)). In the following proof skeleton, we only show the goal and its reduced form for both cases.
We aspire a language where sizes are irrelevant for computation and definitional equality.

The purpose of this work is to exhibit a calculus with size annotations omitted at the term level and only present on the type level, handling first-class quantification by subtyping.

This work consists of the definition of such a system along with a bidirectional algorithm for type checking and an algorithmic equality directed by size-erased types. The language we present extends Martin-Löf Type Theory by sized natural numbers, case distinction, and size-based recursion over natural numbers. In our effort to make sizes irrelevant, size abstraction and application is silent in terms which means there are no size arguments in terms that could get in the way of equality. Unlike previous works on sized dependent types [5, 4, 7, 10], we permit arbitrary rank (not only ML-style) size quantification in types.

We provide algorithms for evaluation and conversion checking. The use of sized-erased terms in algorithmic equality allows it to be syntax-directed for inferable terms.

We introduce a logical relation indexed by environments of ordinals to deduce normalization and subject reduction and eventually soundness of conversion checking. We then continue to prove its completeness and termination. Finally, we are able to derive a bidirectional type checker, assuming we have an algorithm to guess sizes verifying linear constraints.
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Homotopy type theory offers the promise of a formal system for the univalent foundations of mathematics. However, if we simply add the univalence axiom to type theory, then we lose the property of canonicity — that every term computes to a normal form. A computation becomes ‘stuck’ when it reaches the point that it needs to evaluate a proof term that is an application of the univalence axiom. So we wish to find a way to compute with the univalence axiom.

As a first step, we present here a system of higher-order propositional logic, with a universe \( \mathcal{U} \) of propositions closed under implication and quantification over any simple type over \( \mathcal{U} \). We add a type \( M =_A N \) for any terms \( M, N \) of type \( A \), and two ways to prove an equality: reflexivity, and the univalence axiom. We present reduction relations for this system, and prove the reduction confluent and strongly normalizing on the well-typed terms.

We have begun to formalize this proof in Agda, and intend to complete the formalization by the date of the workshop.

Predicative higher-order propositional logic with equality. We call the following type theory *predicative higher-order propositional logic*. It contains a universe \( \mathcal{U} \) of propositions that contains \( \bot \) and is closed under implication \( \supset \). The system also includes the higher-order types that can be built from \( \mathcal{U} \) by \( ! \). Its grammar and rules of deduction are as follows.

![Grammar and rules of deduction for higher-order propositional logic with equality.](image)

Extensional equality. On top of this system, we add an equality predicate that satisfies univalence.
\[
\begin{align*}
\text{• For any } M : A, \text{ there is an equality proof } \text{ref} (M) : M \equiv_A M. \\
\text{• Univalence. Given proofs } \delta : \phi \supset \psi \text{ and } \epsilon : \psi \supset \phi, \text{ there is an equality proof } \text{univ}_{\phi, \psi}(\delta, \epsilon) : \phi \equiv_{\Omega} \psi. \\
\text{• Given a proof } \delta : \phi \equiv_{\Omega} \psi, \text{ we have proofs } \delta^+ : \phi \supset \psi \text{ and } \delta^- : \psi \supset \phi. \\
\text{• Given an equality proof } \Gamma, x : A, y : A, e : x =_A y \vdash \delta : M =_B N y, \text{ there is an equality proof } \Gamma \vdash \forall x : A \forall y : A. e : x =_A y \vdash \delta : M =_B N y. (\text{Here, } e, x \text{ and } y \text{ are bound within } \delta.) \\
\text{• Congruence. If } \delta : \phi \equiv_{\Omega} \phi' \text{ and } \epsilon : \psi \equiv_{\Omega} \psi' \text{ then } \delta \supset \epsilon : \phi \supset \psi =_{\Omega} \phi' \supset \psi'. \text{ If } \\
\delta : M =_{A \rightarrow B} M' \text{ and } \epsilon : N =_{A} N' \text{ then } \delta \epsilon : M N =_{B} M' N'. \\
\end{align*}
\]

The reduction relation. We define the following reduction relation on proofs and equality proofs.

\[
\begin{align*}
\text{(ref } (\phi))^+ & \rightsquigarrow \lambda x : \phi. x & \text{(ref } (\phi))^- & \rightsquigarrow \lambda x : \phi. x & \text{univ}_{\phi, \psi}(\delta, \epsilon)^+ & \rightsquigarrow \delta & \text{univ}_{\phi, \psi}(\delta, \epsilon)^- & \rightsquigarrow \epsilon \\
\text{(ref } (\phi) \supset \text{univ}_{\phi, \psi}(\delta, \epsilon)) & \rightsquigarrow \text{univ}_{\phi \supset \psi, \phi \supset \chi}(\lambda f : \phi \supset \psi. \lambda x : \phi. \delta(f x), \lambda g : \phi \supset \chi. \lambda x : \phi. \epsilon(g x)) \\
\text{univ}_{\phi, \psi}(\delta, \epsilon) \supset \text{ref } (\chi)) & \rightsquigarrow \text{univ}_{\phi \supset \psi, \phi \supset \chi}(\lambda f : \phi \supset \psi. \lambda x : \psi. f(x), \lambda g : \psi \supset \chi. \lambda x : \phi. g(\delta x)) \\
\text{univ}_{\phi, \psi}(\delta, \epsilon) \supset \text{univ}_{\phi', \psi'}(\delta', \epsilon') & \rightsquigarrow \text{univ}_{\phi \supset \phi', \psi \supset \psi'}(\lambda f : \phi \supset \phi'. \lambda x : \psi. \delta'(f(x)), \lambda g : \psi \supset \psi'. \lambda y : \phi'. \epsilon'(g(\delta y))) \\
\text{(ref } (\phi) \supset \text{ref } (\psi)) & \rightsquigarrow \text{ref } (\phi \supset \psi) & \text{ref } (M) \text{ ref } (N) & \rightsquigarrow \text{ref } (M N) \\
\text{(ref } (\lambda x : A. M)) \delta & \rightsquigarrow \{\delta/x\} M & (\delta \text{ a normal form not of the form ref } (\_)) \\
(\forall x : A. y. e) \epsilon & \rightsquigarrow [M/x, N/y, e/\epsilon] \delta & (\epsilon : M =_A N) \\
\end{align*}
\]

Here, \{\delta/x\} M is an operation called path substitution defined such that, if \( \delta : N =_A N' \), then \{\delta/x\} M : [N/x] M = [N'/x] M.

Main Theorem.

\textbf{Theorem 1.} In the system described above, all typable terms, proofs and equality proofs are confluent and strongly normalizing. Every closed normal form of type \( \phi =_{\Omega} \psi \) either has the form \text{ref } (\_), or \text{univ}_{\phi, \psi}(\_, \_). Every closed normal form of type \( M =_{A \rightarrow B} N \) either has the form \text{ref } (\_), or is a \text{\textit{\texttt{\textbackslash \char111}}} \text{-term.}

Thus, we know that a well-typed computation never gets ‘stuck’ at an application of the univalence axiom.

\textbf{Proof.} The proof uses the method of Tait-style computability. We define the set of computable terms \( E_T(A) \) for each type \( A \), and computable proofs \( E_T(M =_A N) \) for any terms \( \Gamma \vdash M, N : A \). We prove that reduction is locally confluent, and that the computability predicates are closed under reduction and well-typed expansion. We can then prove that, if \( \Gamma \vdash M : A \), then \( M \in E_T(A) \); and if \( \Gamma \vdash \delta : M =_A N \), then \( \delta \in E_T(M =_A N) \).

\textbf{Remark.} Tait’s proof relies on confluence, which does not hold for this reduction relation in general. In the proof, we prove confluence ‘on-the-fly’. That is, whenever we require a term to be confluent, the induction hypothesis provides us with the fact that that term is computable, and hence strongly normalizing and confluent.
Representing the Process Algebra CSP in Type Theory

Bashar Igried and Anton Setzer

Swansea University, Swansea, Wales, UK
bashar.igried@yahoo.com, a.g.setzer@swansea.ac.uk

Abstract
We introduce the library CSP-Agda which represents CSP processes in Agda. CSP-Agda allows to prove in Agda properties of CSP processes. CSP processes are implemented coinductively (or coalgebraically). They are formed like inductive data types from atomic operations, but infinite loops, i.e. non-wellfounded processes, are allowed.

1 Introduction
Mathematical induction is a backbone of programming and program verification [3]. Many data structures can be defined as inductive data types, also called algebraic data types. This allows to define programs using them by recursion and to prove properties by induction. In theorem proving elements of inductive types are well-founded, which means that if we consider an element of an inductive data type as a tree, there are no infinite branches. In programming one has to deal as well with potentially non-terminating programs, which corresponds to trees with infinite branches, i.e. non-well-founded data types. They are provided by the dual of inductive types, coinductive data types, also called coalgebras. Coinductive data types can be used as data types, for defining semantics, we can program with them using corecursion or guarded recursion, and reason about them using coinduction. In this paper, we will represent the process algebra CSP in a coinductive form in dependent type theory, and implement it in the Agda. Our approach is inspired by the representation of interactive programs in Agda by Peter Hancock and the second author. Since Agda is an interactive theorem prover, this allows to reason about CSP processes and prove the correctness of programs.

2 Representing CSP Processes in Agda
Processes in our approach are similar to interactive programs. Processes are defined using an atomic operation, which defines a new process by determining the transitions it can make together with the processes we obtain when firing these transitions. Processes can loop, therefore they are defined coinductively, using the representation of coalgebras as record types in Agda. The standard operations for forming processes, such as external choice or internal choice, are defined rather than considered as atomic as in process algebras. When defining processes recursively, we require them to be productive, which means for a process we can determine which next transitions it can make and the next processes after firing these transitions. The termination checker of Agda will check whether elements of coalgebraic data types are productive. Our approach is based on the algebraic nature of CSP language and on the operational characterisation of the behavioural semantics.

A CSP process is given by the labelled and silent transitions it can make. Labelled transitions correspond to external choice and silent transitions to internal choice. So we have in case of a process
progressing (1) an index set $E$ of external choices and for each external choice $e$ a label $(\text{Lab } e)$ and 
a next process $(\text{PE } e)$; and (2) an index set of internal choices $I$ and for each internal choice $i$ a next process 
$(\text{PI } i)$. In mathematical notation a process is represented as follows (assuming a set of labels 
$\text{Label}$:

$$\text{Process} = \{ \text{node}(E, \text{Lab}, \text{PE}, I, \text{PI}) \mid E \in \text{Choice}, \ Lab : E \rightarrow \text{Label}, \ PE : E \rightarrow \text{Process}, 
I \in \text{Choice}, \ PI : I \rightarrow \text{Process} \}$$

The set of choice sets is given in Agda as a universe. The operations from CSP are given as defined 
opérations. We give here only the simplest operation, the interleaving of two processes. Assuming 
$P_i = \text{node}(E_i, \text{Lab}_i, \text{PE}_i, I_i, \text{PI}_i)$, we define the interleaving $P_1 ||| P_2 = \text{node}(E, \text{Lab}, \text{PE}, I, \text{PI})$ by 
$E = E_1 + E_2$, $\text{Lab}(\text{inl } e) = \text{Lab}_1 e$, $\text{Lab}(\text{inr } e) = \text{Lab}_2 e$, $\text{PE}(\text{inl } e) = (\text{PE}_1 e) ||| P_2$, $\text{PE}(\text{inr } e) = P_1 ||| (\text{PE}_2 e)$, similarly for $I$ and $\text{PI}$.

The other operations (external choice, internal choice, parallel operations, hiding, renaming, etc.) 
are defined in a similar way. Next we define traces model and refinement and show standard laws for 
processes module trace equivalence, for instance $P ||| Q$ is equivalent to $Q ||| P$.

3 Related Work

There have been several successful attempts of combining functional programming with CSP. Brown 
introduced in [1] a library (CHP) in Haskell. Since Haskell lacks explicit support for concurrency, they 
used a Haskell monad to provide a way to explicitly specify and control sequence and effects. Fontaine 
[2] gave another successful attempt of implementing the operational semantics of CSP as presented in [6] 
using the functional programming language Haskell. He presented a new tool for animation and model 
checking for CSP. Fontaine used a monad in order to model Input/Output, partial functions, state, non-
determinism, monadic parser and passing of an environment. Lopez et. al. [4] gave further examples 
of combining functional programming with process algebras. They used the functional program Eden 
in order to translate VPSPA specification into Eden programs. Mossakowski et. al. in [5] gave a good 
example of using coalgebras in order to extend the specification language CASL.
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As homotopy type theory is viewed as a possible foundation of mathematics, it is natural to ask whether it can be used to develop category theory. This question has already been considered frequently. As we know, ordinary category theory can indeed be done in a nice way \([1]\). Given that types carry the structure of \(\infty\)-groupoids, it is not surprising that ordinary categories are often not sufficient. In particular, the universe itself is not a category in the sense of \([1]\). Therefore, what we want is a theory of \((\infty, 1)\)-categories (simply referred to as \(\infty\)-categories). This is partially explored by Cranch \([4]\), however only concrete categories (whose higher structure is reflected in the universe) are covered.

We expect that a general theory of \(\infty\)-categories has many applications in homotopy type theory. As equalities stated internally carry structure, different equalities are a priori not necessarily coherent. More often than not, this coherence will however be necessary for further constructions. While it is sometimes possible, it often does not seem feasible to handle a potentially huge number of coherence conditions manually. An example and main motivation for our development is the the project that develops a syntactical theory of higher inductive types, pursued by Dijkstra, Nordvall Forsberg, and two of the current authors \([2]\) and is based on the semantics for higher inductive types described by Lumsdaine and Shulman \([7]\). The authors work with generalised containers, container algebras, and algebra morphisms, but the presentation is rendered extremely cumbersome by the fact that all the categorical laws only hold up to homotopy. For any given representation of a higher inductive type, stated as a list of constructors, the number of coherences that need to be considered is finite. In principle, this should allow the construction to go through; however, in practice, the sheer amount of these coherences cannot be handled manually in all but the most trivial cases. With a proper framework for \(\infty\)-categories, we expect that we get a clean way of resolving this problem.

A standard model of \(\infty\)-categories in set theory are Kan simplicial sets. This is essentially the notion of \(\infty\)-categories that we want to use, replacing sets by types. Note that we do not crucially insist on having a type of \(\infty\)-categories. Unless we extend homotopy type theory by some “infinitary” construction, this would in fact be an unreasonable expectation akin to the famous open problem of defining semisimplicial types. This is an important difference compared to the development of categories in the sense of \([1]\). What we want to settle for instead is a more “external” notion of \(\infty\)-category which will however have a type of cells on any given level. A framework in which this can be formalised would be Voevodsky’s homotopy type system \([9]\) or our 2-level theory \([3]\). Not having a type of \(\infty\)-categories does not seem to be a problem for typical applications. For example in the described project of developing a syntactical theory of higher inductive types, it will be sufficient to extract a finite number of coherence conditions from the \(\infty\)-categorical considerations; and such a finite collection will form a type.

As a further simplification, we choose to drop the requirement of degeneracies (or identities). This seems to be fine for the application of handling coherences (in further work, we will also investigate the possibility to add degeneracies in the way presented by Harpaz \([5]\)). The advantage is that we can then consider type-valued contravariant diagrams over the direct category \(\Delta^+_\text{op}\), the category of finite ordinals and strictly increasing functions. In particular, we can consider Reedy fibrant diagrams, which can be described inductively (see \([8]\)). This also ensures that it is reasonable to ask for strict semisimplicial laws.

In detail, let us write \(\text{Type}\) for the (strict, non-internally formulated) category of types and functions. Let \(D : \Delta^+_\text{op} \to \text{Type}\) be a Reedy fibrant functor. Define \(\text{Sp}^D : \Delta^+_\text{op} \to \text{Type}\) to be the
nerve or spine functor of $D$, with $\text{Sp}_D^* := D_1 \times_{D_0} \cdots \times_{D_0} D_1$. Borrowing the usual terminology, we can say that $D$ is a semi-Segal type if the canonical fibrations $D_n \to \text{Sp}_D^*$ are all equivalences. We can then show that $D$ is a semi-quasicategory if and only if it is a semi-Segal type (essentially by the same argument as exhibited in [6]).

Let us outline some examples of $\infty$-semicategories. First, consider any type $A$, and the diagram $\Delta^0 \to \text{Type}$ which is constantly $A$. In [6], a fibrant replacement of this diagram is constructed explicitly. This yields indeed an $\infty$-semicategory, called the equality semisimplicial type $\mathcal{E}A$ in [6]. Not surprisingly, it fulfills the stronger property of being an $\infty$-semigroupoid.

Second, consider the family $D : \mathbb{N} \to \text{Type}$, with $D_0 := \mathcal{U}$ (i.e. elements are small types), $D_1 := \Sigma (X_0, X_1 : \mathcal{U}) : X_0 \to X_1$ (pairs of types and a function between them), $D_2 := \Sigma (X_0, X_1, X_2 : \mathcal{U}). (X_0 \to X_1) \times (X_1 \to X_2)$ (a chain $X_0 \to X_1 \to X_2$ of types), and so on; in general, $D_n$ are chains of length $n$. $D$ can be completed to a functor $\Delta^0 \to \text{Type}$. Exactly as before, we can then take a Reedy fibrant replacement of this functor which, by construction, is a semi-Segal type. It corresponds to the $\infty$-semicategory of types and we call it $\text{TYPE}$. In the sketched situation, we are lucky: completing the family $D : \mathbb{N} \to \text{Type}$ to an actual functor from $\Delta^0$ is straightforward as associativity of function composition holds strictly. Unfortunately, not all $\infty$-semicategories of interest can be dealt with in this fashion, since a similar construction would yield a family of types $D$ that cannot be regarded as a strict functor in any obvious way. This already happens in the case of pointed types, where the analogous approach would be to start with chains of pointed types and pointed maps. However, we can instead consider chains of types and functions (as before) and a point only in the first type of the chain. This is an equivalent representation which carries a strict structure, giving rise to the $\infty$-semicategory $\text{PTYPE}$.

From the basic ingredients $\text{TYPE}$ and $\text{PTYPE}$, and the fibration $\text{PTYPE} \to \text{TYPE}$, we can construct more sophisticated examples. The simplest interesting example is taking the local exponential of $\text{PTYPE}$ with itself in context $\text{TYPE}$, which leads essentially to algebras over the identity functor. This way, we hope to achieve a reasonably theory of $\infty$-semicategories in homotopy type theory which can then also be used to treat coherences in a principled way.
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This note presents work in progress on representing partial computations in type theory. We define a monad \( \bot : \text{Set} \to \text{Set} \).\textsuperscript{1} This monad is a pointed \( \omega \)-CPO, and can be used to solve recursive equations: given an \( \omega \)-continuous function \( f : (A \to B_\bot) \to (A \to B_\bot) \) we can construct a function \( \text{fix}(f) : A \to B_\bot \) satisfying \( \text{fix}(f) = f(\text{fix}(f)) \).

Capretta (2005) gave a similar construction using setoids, but setoids are arguably awkward to work with, so our aim is to avoid them. A natural idea is to use quotient types, as suggested by Capretta et al. (2005) and worked out in more detail by Chapman et al. (2015): First define the delay monad \( \text{Delay} : \text{Set} \to \text{Set} \) coinductively by the constructors \( \eta : A \to \text{Delay}(A) \) and \( \text{later} : \text{Delay}(A) \to \text{Delay}(A) \). Then one can, for instance, define the least value \( \bot : \text{Delay}(A) \) as the solution to the guarded equation \( \bot = \text{later}(\bot) \). However, the delay monad distinguishes computations that proceed with different speed (different number of \text{later} constructors). This can be remedied by quotienting the delay monad by an equivalence relation corresponding to weak bisimilarity. There are a number of ways to define this relation, for instance the following one (Capretta, 2005): First define a relation \( \updownarrow : A_\bot \to A \to \text{Prop} \), where \( p \updownarrow a \) means that \( p \) terminates with the value \( a \), inductively by \( \eta(a) \downarrow a \) and \( p \downarrow a \to \text{later}(p) \downarrow a \). Weak bisimilarity \( \approx : \text{Delay}(A) \to \text{Delay}(A) \to \text{Prop} \) can then be defined by \( p \approx q := \Pi_{a,A}(p \downarrow a \leftrightarrow q \downarrow a) \), and \( A_\bot \) as the quotient type \( \text{Delay}(A)/\approx \). However, Chapman et al. (2015) noticed a potential problem with this construction: it seems to be hard or impossible to prove that \( \bot \) is a monad in (some variant of) type theory. They also showed that \( \bot \) really is a monad under the assumptions of countable choice and propositional extensionality.

Our aim is to show that a partiality monad can be constructed without having to introduce countable choice. We observe, as did Chapman et al. (2015), that the situation is reminiscent of the situation with the Cauchy reals. If the Cauchy reals are defined as a quotient, then it is for instance impossible to prove a specific form of the statement that every Cauchy sequence of Cauchy reals has a limit using \( \text{IZF}_{\text{Ref}} \), a constructive set theory without countable choice (Lubarsky, 2007). The Univalent Foundations Program (2013, Section 11.3) circumvents this problem by defining the Cauchy reals as “the free complete metric space generated by \( \mathbb{Q} \)”, using a higher inductive-inductive type that mutually defines the real numbers—including an inclusion of rational numbers and a limit construction—and a certain relation. We note that this definition of the real numbers forms a set and that the relation is propositional, so the higher inductive-inductive type used is a \textit{quotient inductive-inductive type} (Altenkirch and Kaposi, 2016).

Using a similar approach we mutually define \( A_\bot : \text{Set} \) and \( \sqsubseteq : A_\bot \to A_\bot \to \text{Prop} \), where \( \sqsubseteq \) represents information ordering, as a quotient inductive-inductive type:

\[
\begin{align*}
\bot & : A_\bot \\
\eta & : A \to A_\bot \\
\sqsubseteq & : \Pi_{f:N \to A_\bot}(\Pi_{n:N}f(n) \sqsubseteq f(n + 1)) \to A_\bot
\end{align*}
\]

\textsuperscript{*}Supported by EPSRC grant EP/M016951/1 and USAF grant FA9550-16-1-0029.
\textsuperscript{1}Supported by a grant from the Swedish Research Council (621-2013-4879).
\textsuperscript{2}For the purpose of this note we define \textbf{Set} (\textbf{Prop}) as the type of types in the first universe that are sets (propositions) in the sense of the Univalent Foundations Program (2013).
To improve readability we present the constructors for $\sqsubseteq$ using inference rules:

\[
\begin{align*}
\d & \sqsubseteq \d \\
\bot & \sqsubseteq \d \\
\bigcup (f, p) & \sqsubseteq \d \\
\Pi_n : f(n) & \sqsubseteq \d \\
\Pi (f, p) & \sqsubseteq \d 
\end{align*}
\]

These rules say that the relation is reflexive with $\bot$ as the least element, and that $\bigcup (f, p)$ has a given upper bound if the sequence $f$ has the same upper bound. We add two constructors for equality, one which turns $\sqsubseteq$ into a partial order (transitivity can be proved), and one which makes $\sqsubseteq$ propositional (one can then prove that $A_\bot$ is a set):

\[
\begin{align*}
d & \sqsubseteq d' \\
d & \sqsubseteq d' \\
p, q : d & \sqsubseteq d' \\
p & = q
\end{align*}
\]

We have showed—without assuming countable choice—that $-\bot$ is a monad. The construction and this proof have been implemented in Agda, using an experimental rewriting feature developed by Andreas Abel and Jesper Cockx to support higher inductive-inductive types.

However, we have not yet verified that this monad is correctly defined. Together with Paolo Capriotti and Nicolai Kraus we have ruled out the risk that the monad is trivial by proving that $\bot \neq \eta(x)$ (in Agda, using the univalence axiom), but we have not yet established a firm connection between the construction presented here and the quotiented delay monad mentioned above.

Further experiments might reveal whether our construction provides a good basis for the development of a theory of partial functions within type theory.
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\[2\]Because $\sqsubseteq$ is propositional we omit the constructor names.

\[3\]With the K rule turned off, and with minor differences from this presentation. The source code can at the time of writing be found via Danielsson’s personal web page (http://www.cse.chalmers.se/~nad/).
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Abstract

We prove normalisation for a basic dependent type theory using the technique of normalisation by evaluation (NBE). NBE works by evaluating the syntax into a model and then computing normal forms by quoting semantic objects into normal terms. As model we use the syntax glued together with a proof-relevant logical predicate. The syntax is defined internally in type theory as a quotient-inductive type. We use a typed presentation of the syntax, we don’t mention preterms. Parts of the construction are formalised in Agda. A full paper will be presented at FSCD 2016.

Specifying normalisation

We denote the type of well typed terms of type \( A \) in context \( \Gamma \) by \( \text{Tm} \Gamma A \). This type is defined as a quotient inductive inductive type (QIIT, see [3]): in addition to normal constructors for terms such as \( \text{lam} \) and \( \text{app} \), it also has equality constructors e.g. expressing the \( \beta \) computation rule for functions. An equality \( t \equiv \text{Tm} \Gamma A t' \) expresses that \( t \) and \( t' \) are convertible. Typed normal forms are denoted \( \text{Nf} \Gamma A \) and are defined mutually with neutral terms \( \text{Ne} \Gamma A \) and the embedding \( \rhd^- \colon \text{Nf} \Gamma A \rightarrow \text{Tm} \Gamma A \). Normalisation is given by a function \( \text{norm} \) which is an isomorphism:\(^1\)

\[
\text{completeness} \cup \quad \text{norm} \downarrow \quad \frac{\text{Tm} \Gamma A}{\text{Nf} \Gamma A} \quad \uparrow \quad \rhd^- \quad \cup \quad \text{stability}
\]

Completeness says that normalising a term produces a term which is convertible to it: \( t \equiv \rhd^- \text{norm} t \). Stability expresses that there is no redundancy in the type of normal forms: \( n \equiv \text{norm}^\rhd^- n \). The usual notion of soundness of the semantics, that is, if \( t \equiv t' \) then \( \text{norm} t \equiv \text{norm} t' \) is given by congruence of equality. The elimination rule for the QIIT of the syntax ensures that every function defined from the syntax respects the equality constructors.

NBE for simple types

NBE is one way to implement the above specification. It works by evaluating the syntax in a model and defining a quote function which turns semantic objects into normal terms. We follow the categorical approach to NBE as given by [2] for simple types. Here the model is a presheaf model over the category of renamings (objects are contexts, morphisms are lists of variables) and the interpretation of the base type is the set of normal terms at the base type.

The structure of the normalisation proof is given by the following diagram. It summarizes normalisation of a substitution into context \( \Delta \), a similar diagram can be given for terms.

\[
\begin{array}{ccc}
\text{NE}_\Delta & \xrightarrow{\Sigma (\text{TM}_\Delta \times [\Delta]) R_\Delta} & \text{NF}_\Delta \\
\rhd^- \downarrow & \quad & \uparrow \quad \text{proj} \rhd^- \\
\text{TM}_\Delta & \quad & \\
\end{array}
\]

\(^*\)Supported by USAF grant FA9550-16-1-0029.

\(^1\)This might be surprising however it can be explained by the fact that the conversion relation is part of the equality structure on terms.
\( \text{NE}_\Delta, \text{TM}_\Delta \) and \( \text{NF}_\Delta \) denote the Yoneda embeddings of neutral terms, terms and normal terms, respectively. These are all presheaves over the category of renamings where the action on objects returns lists of neutral terms \( \text{Nes} \), substitutions \( \text{Tms} \) and lists of normal forms \( \text{Nfs} \), respectively.

\[
\begin{align*}
\text{NE}_\Delta \Gamma &:= \text{Nes} \Gamma \Delta \\
\text{TM}_\Delta \Gamma &:= \text{Tms} \Gamma \Delta \\
\text{NF}_\Delta \Gamma &:= \text{Nfs} \Gamma \Delta
\end{align*}
\]

The presheaf interpretation of the context \( \Delta \) is denoted \( \llbracket \Delta \rrbracket \). \( \text{R}_\Delta \) denotes a binary logical relation at context \( \Delta \). This is a relation between the syntax \( \text{TM} \) and the presheaf semantics \( \llbracket - \rrbracket \) and is equality at the base type. \( \text{u}_\Delta \) denotes the unquote natural transformation and \( \text{q}_\Delta \) is quotation. These are defined mutually by induction on contexts and types.

Normalisation of a substitution \( \sigma \) is given by evaluating it in the presheaf model \( \llbracket \sigma \rrbracket \) and then using quote. It also needs the semantic counterpart of the identity substitution which is given by unquoting the identity substitution \( \text{u}_\Gamma \text{id} \) and a witness of the logical relation which is given by the fundamental theorem for the logical relation \( \text{R}_\sigma \).

\[
\text{norm}_\Delta (\sigma : \text{TM}_\Delta \Gamma) : \text{NF}_\Delta \Gamma := \text{q}_\Delta (\llbracket \sigma \rrbracket (\text{u}_\Gamma \text{id}), \text{R}_\sigma (\text{u}_\Gamma \text{id}))
\]

Completeness is given by commutativity of the right hand triangle. Stability can be proven by mutual induction on terms and normal forms.

**NBE for dependent types**

NBE has been extended to dependent types using untyped realizers \([1]\) and a typed version has been given by \([4]\) however without a proof of soundness. Our goal was to extend the categorical approach summarized in the previous section to dependent types. The straightforward generalisation does not work because there seems to be no way of defining unquote for \( \Sigma \). Here we need to define a semantic function which works for arbitrary inputs, not only those which are related to a term. It seems that we need to restrict the presheaf model to only contain such functions.

We solve this problem by merging the presheaf model \( \llbracket - \rrbracket \) and the logical relation \( \text{R} \) into a proof-relevant logical predicate \( \text{P} \). That is, we replace the boxed part of the above diagram by \( \Sigma \text{TM}_\Delta \text{P}_\Delta \). In the presheaf model, the interpretation of the base type were normal forms of the base type, and the logical relation at the base type was equality of the term and the normal form (equality was proof irrelevant, hence the logical relation was proof irrelevant). In our case, the logical predicate at the base type says that there exists a normal form which is equal to the term, hence it needs to be proof relevant. It can be seen as an instance of categorical glueing.
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Outline. The paper presents a hierarchical nested system together with a multiset-based type system involving a ratio control of the resources. This ratio control keeps the resources between lower and upper thresholds. According to a typed semantics, each rule of the system can be applied only if the left-hand side term of the rule is well-typed. A type inference is defined for deducing the type of each term of such a system. Soundness and completeness results are proved for this type inference.

Ecological stoichiometry is the study of the balance of energy and multiple elements in ecological interactions [10]. From the stoichiometric point of view, both quantity and quality need to be implicitly or explicitly modelled in producer-consumer interactions. Simple phenomenological two-dimensional producer-consumer models are mathematically tractable by extensions of the standard theory of predator-prey interactions described by Lotka and Volterra. The Lotka-Volterra model extended with the ratio-dependent interaction is presented in a rather recent book [2]. Usually, the ratio of (two) elements reflects the quality [11]. However, the models described by differential equations [7], do not explicitly track the quantities neither in the producer-consumer nor in the environment. In this paper we provide a discrete approach and a new quantitative (multiset-based) type system involving a ratio control of the resources.

Multiset-based formalisms are motivated by quantitative evolutions of various systems. In many biological systems a reaction takes place only if certain ratios between given thresholds are fulfilled (e.g, in sodium/potassium pump [3] and ratio-dependent predator-prey systems [6]). Several multiset rewriting systems are used to describe the dynamics of systems which involve parallelism and concurrent access to resources. Petri nets [9] and membrane systems [8] represent good examples of the kind of multiset-based formalisms mentioned in this paper.

The current paper presents a more general and improved approach starting from the type system of [1] in which we emphasise the ratio control of resources between lower and upper thresholds. In this way, we are able to capture the quantitative aspects and abstract conditions associated with correct evolutions. We provide a “two steps” description of behaviours, where the first step describes reactions in an “untyped” setting, and the second rules out some evolutions by imposing certain ratio thresholds. This approach allows to treat separately different aspects of modelling: first what are the possible transitions, and then under which circumstances can they take place. Also it facilitates a better understanding of the evolution in complex quantitative systems with lower and upper thresholds. We prove soundness and completeness results, and show that each rule of the system can be applied only if the left-hand side term of the rule is well-typed.

Let $T$ be a finite set of basic types ranged over by $t$. Each object $a$ in $O$ is classified with an element of $T$; $\Gamma$ denotes this classification. In general, different objects $a$ and $b$ can have the same basic type $t$ (e.g, $a$ and $b$ can be both ions). When there is no ambiguity, the type associated with an object $a$ is denoted by $t_a$. For each ordered pair of basic types $(t_1, t_2)$, the

*The work was supported by a grant of the Romanian National Authority for Scientific Research, project number PN-II-ID-PCE-2011-3-0919.
existence of one function is assumed: $\min : T \times T \to (0, \infty) \cup \{0\}$. This function indicates the minimum ratio between the number of objects of basic types $t_1$ and $t_2$ that can be present inside a component. We consider that the maximum ratio between $t_1$ and $t_2$, denoted by $\max(t_1, t_2)$ could be determined using the relation $\min(t_1, t_2) \cdot \max(t_2, t_1) = 1$. According to this relation, it is enough to use only the $\min$ function. For example, by taking the constraints $\min(t_a, t_b) = 3$ and $\min(t_b, t_a) = 1/5$, the number of objects of basic type $t_a$ is larger than the number of objects of basic type $t_b$ with a coefficient between three and five. $\min(t_1, t_2) = 0$ tells that this function is undefined for the pair of types $(t_1, t_2)$. Biologically speaking, the ratio between the types $t_1$ and $t_2$ is either unknown, or can be ignored.

We provide a type inference algorithm for deducing the type of each term in the multiset framework, and prove the soundness and completeness results for this type inference. We provide a typed semantics, and prove that each rule of the system can be applied only if the left-hand side term of the rule is well-typed.

A formalism that is somehow related to the multiset framework with components considered in this paper is the calculus of looping sequences. An essential difference is that multiset framework with components use multisets to describe objects on components, while calculus of looping sequences terms use words as looping sequences. There are various type systems defined for calculus of looping sequences. Our approach is related to [4], where a type system and type inference for the calculus of looping sequences is defined based on the number of elements. However, our type system and type inference approach uses ratio thresholds instead of exact numbers of elements being able to type systems more complex than in [4], providing also more flexibility given by lower and upper thresholds.
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Overview of the Talk

In this talk, we will develop a type theory that is based solely on dependent inductive and coinductive types. By this we mean that the only way to form new types is by specifying the type of their corresponding constructors or destructors, respectively. From such a specification, we get the corresponding recursion and corecursion principles. One might be tempted to think that such a theory is relatively weak as, for example, there is no function space type. However, as it turns out, the function space is definable as a coinductive type. In fact, we can encode the connectives of intuitionistic predicate logic: falsity, conjunction, disjunction, dependent function space, existential quantification, and equality. Further, well-known types like natural numbers, vectors etc. arise as well. The presented type theory is based on ideas from categorical logic that have been investigated before by the first author, and it extends Hagino’s categorical data types to a dependently typed setting. By basing the type theory on concepts from category theory we maintain the duality between inductive and coinductive types.

The reduction relation on terms consists solely of a rule for recursion and a rule for corecursion. We can then derive the usual computation rules for encoded types these basic rules. This results in a type theory with a small set of rules, while still being fairly expressive. To further support the introduction of this new type theory, we prove subject reduction and strong normalisation of the reduction relation.

Why do we need another type theory, especially since Martin-Löf type theory (MLTT) or the calculus of inductive constructions (CoIC) are well-studied frameworks for intuitionistic logic? The main reason is that the existing type theories have no explicit dependent coinductive types. There is support for them in implementations like Coq, based on early ideas by Giménez, and Agda. However, both have no formal justification, and Coq’s coinductive types are known to have problems (e.g. related to subject reduction). The calculus of constructions has been extended with streams in such a way that Coq’s problems do not arise, but the problem of limited support remains. Just as Saccini’s work can be seen as formal justification of (parts of) Coq, the type theory we study here can be seen as formal justification for (an extension of) Agda’s coinductive types.

One might argue that dependent coinductive types can be encoded through inductive types. However, it is not clear whether such an encoding gives rise to a good computation principle in an intensional type theory such as MLTT or CoIC. This becomes an issue once we try to prove propositions about terms of coinductive type.

Other reasons for considering a new type theory are of foundational interest. First, taking inductive and coinductive types as core of the type theory reduces the number of deduction rules considerably. For each type former one needs the corresponding type rule, and introduction and elimination rules. This makes for a considerable amount of rules in MLTT with W- and M-types, while our theory only has 6 relevant deduction rules. Second, it is an interesting fact that the (dependent) function space can be described as a coinductive type. This seems to be
widely accepted but we do not know of any formal treatment of this fact. Thus the presented
type theory allows us to deepen our understanding of coinductive types.

Contributions Having discussed the raison d’être of this work, let us briefly mention the
technical contributions. First of all, we introduce the type theory and show how important
logical operators can be represented in it. We also discuss some other basic examples, including
one that shows the difference to existing theories with coinductive types. Second, we show
that computations of terms, given in form of a reduction relation, are meaningful, in the sense
that the reduction relation preserves types (subject reduction) and that all computations are
terminating (strong normalisation). Thus, under the propositions-as-types interpretation, our
type theory can serve as formal framework for intuitionistic reasoning.

Related Work A major source of inspiration for the setup of our type theory is categorical
logic. Especially, the use of fibrations helped a great deal in understanding how coinductive
types should be treated. Another source of inspiration is the view of type theories as internal
language or even free model for categories. This view is especially important in topos theory,
where final coalgebras have been used as foundation for predicative, constructive set theory.

Let us briefly discuss other type theories that the present work relates to. Especially close
is the copattern calculus, as there the coinductive types are also specified by the types of their
destructors. However, said calculus does not have dependent types, and it is based on systems
of equations to define terms, whereas the calculus in the present work is based on recursion and
corecursion schemes.

To ensure strong normalisation, the copatterns have been combined with size annotations.
Due to the nature of the reduction relation in these copattern-based calculi, strong normalisation
also ensure productivity for coinductive types or, more generally, well-definedness. As another
way to ensure productivity, guarded recursive types have been proposed and guarded recursion
has been extended to dependent types. Guarded recursive types are not only applicable to
strictly positive types, which we restrict to here, but also to positive and even negative types.
However, it is not clear how one can include inductive types into such a type theory, which are,
in the authors opinion, crucial to mathematics and computer science.

Sneak Preview

Let us briefly peek at the calculus we are going to see in the talk. An important type formation
rule is that for coinductive types:

\[
\frac{k = 1, \ldots, n \quad \sigma_k : \Gamma_k \vdash \Gamma \quad \Theta, X : \Gamma \to * \mid \Gamma_k \vdash A_k : *}{\Theta \vdash \nu(X : \Gamma \to * ; \sigma; \bar{A}) : \Gamma \to *}
\]

Here, \( n \) is a positive natural number and each \( \sigma_k \) is a substitution for the variables of the context
\( \Gamma \) by terms in context \( \Gamma_k \). The notation \( X : \Gamma \to * \) indicates a type constructor variable that
can be instantiated with terms according to \( \Gamma \). The judgement \( \Theta, X : \Gamma \to * \mid \Gamma_k \vdash A_k : * \)
then says that each \( A_k \) is a type with free type constructor variables in \( \Theta \) extended with \( X \),
and free term variables in \( \Gamma_k \). The intuition is that \( \nu(X : \Gamma \to * ; \sigma; \bar{A}) \) has destructors that can
only be applied to elements of this type instantiated with terms that match with \( \sigma_k \) and with
output of type \( A_k[\nu/X] \). These destructors are formally terms for each \( k = 1, \ldots, n \)

\[
\xi_k : (\Gamma_k, x : \nu \circ \sigma_k) \to A_k[\nu/X],
\]

where \( \nu \circ \sigma_k \) denotes the instantiation of the type with terms in \( \sigma_k \).
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In defiance of the received wisdom that a total programming language cannot have a self-interpreter, Brown and Palsberg [3] implemented a self-interpreter for System $F_\omega$, which is a strongly normalizing typed $\lambda$-calculus and thus certainly a total language. In order to avoid the trivial self-interpreter they imposed certain constraints. I show that under the same constraints already Gödel’s System $T$ has a self-interpreter (Theorem 5). The construction is trivial, which makes one think that something is at fault with the notion of self-interpreter used by Brown and Palsberg. However, I show that there cannot be a significant improvement (Corollary 6) in the sense that the type of source codes must be at least as complex as the type of the programs they encode. I conclude by suggesting a definition of self-interpreter which is satisfied by Brown and Palsberg’s interpreter but not by the one constructed in Theorem 5.

We work with the simply typed $\lambda$-calculus [2, §A.1], and in particular with Gödel’s $T$, which is an extension of the simply typed $\lambda$-calculus with a ground type of natural numbers $\mathsf{nat}$ and primitive recursion at each type, see [2, §A.2] and [1]. It is strongly normalizing [1, §4.3] and expressive enough to manipulate syntax through Gödel encodings. We write $\mathsf{Prg}(\tau)$ for the set of all closed expressions (programs) of type $\tau$.

**Definition 1.** A typed self-interpreter is given by a type $\nu$ of (source) codes, and for each type $\tau$ a quoting function $\langle - \rangle_\tau : \mathsf{Prg}(\tau) \to \mathsf{Prg}(\nu)$ and an interpreter $u_\tau : \mathsf{Prg}(\nu \to \tau)$ such that $u_\tau \langle e \rangle_\tau \equiv_{\beta} e$ for all $e \in \mathsf{Prg}(\tau)$.

Note that the quoting functions need not be $\lambda$-definable, i.e., there may be no programs $q_\tau$ such that $\langle e \rangle_\tau \equiv_{\beta} q_\tau e$. The following theorem is the justification for the popular opinion that total languages do not have self-interpreters.

**Theorem 2.** If a $\lambda$-calculus has a self-interpreter then it has fixed-point operators at all types.

The theorem can be inverted: a simply typed $\lambda$-calculus with natural numbers and fixed-point operators has a self-interpreter, as was affirmed by Longley and Plotkin [4, Prop. 6].

**Corollary 3.** System $T$ does not have a self-interpreter.

**Proof.** In System $T$ successor $\mathsf{succ} : \mathsf{nat} \to \mathsf{nat}$ has no fixed points.

The corollary holds for other kinds of calculi, as long as they possess endomaps without fixed points, which is typical of strongly normalizing calculi. To obtain a self-interpreter for System $T$ we thus need to relax the definition of self-interpreters. The following one is fashioned after Brown and Palsberg [3]. We write $n(e)$ for the normal form of an expression $e$, and $g(e)$ for its Gödel code, which is a suitable encoding of $e$ by a number. We write $n$ for the numeral that represents $n \in \mathbb{N}$.

**Definition 4.** A weak self-interpreter is given by, for each type $\tau$, a type of (source) codes $\square \tau$, a quoting function $\langle - \rangle_\tau : \mathsf{Prg}(\tau) \to \mathsf{Prg}(\square \tau)$, and an interpreter $u_\tau : \mathsf{Prg}(\square \tau \to \tau)$ such that $u_\tau \langle e \rangle_\tau \equiv_{\beta} e$ for all $e \in \mathsf{Prg}(\tau)$. Such an interpreter is strong when for every type $\tau$, the quoting function $\langle - \rangle_\tau$ is (1) normal: $\langle e \rangle_\tau$ is $\beta$-normal for all $e \in \mathsf{Prg}(\tau)$, and (2) acceptable: there is $g_\tau : \square \tau \to \mathsf{nat}$ such that $g_\tau \langle e \rangle_\tau = g(e)$ for all $e \in \mathsf{Prg}(\tau)$.
Normality expresses the idea that codes should be values and acceptability that the syntax of an expression is discernible from its code. Brown and Palsberg also require injectivity of the quoting function, which follows from our definition because \( g \) is injective. They do not explicitly postulate acceptability, although they provide programs that extract the syntax of an expression from its code.

A strong self-interpreter cannot have a trivial quoting function \( \langle e \rangle_{\tau} = e \) because codes must be \( \beta \)-normal, while injectivity of \( \langle - \rangle_{\tau} \) prevents coding by \( \beta \)-normal forms \( \langle e \rangle_{\tau} = n(e) \).

**Theorem 5.** System \( T \) has a strong Brown-Palsberg self-interpreter.

**Proof.** Define \( \square \tau = \text{nat} \times \tau, \langle e \rangle_{\tau} = (g(e), n(e)), u_{\tau} = \text{snd}, \) and \( g_{\tau} = \text{fst} \).

It is clear that the same proof applies to any calculus that has binary products, natural numbers, and any notion of normal form, such as System \( F_{\omega} \).

The proof of Theorem 5 abuses the fact that Brown-Palsberg interpreters allow codes to be as complex as the programs they encode. Theorem 2 prevents us from using a fixed type of codes, but perhaps \( \square \tau \) can at least be less complex than \( \tau \)? We show that this is not possible for the standard notion of level defined inductively as \( \text{lev}(\text{nat}) = 0, \text{lev}(\sigma \times \tau) = \max(\text{lev}(\sigma), \text{lev}(\tau)), \) and \( \text{lev}(\sigma \rightarrow \tau) = \max(1 + \text{lev}(\sigma), \text{lev}(\tau)) \). That is, \( \text{lev}(\tau) \) gives the deepest nesting of \( \rightarrow \) to the left in \( \tau \).

**Theorem 6.** A weak self-interpreter for System \( T \) satisfies \( \text{lev}(\square \tau) \geq \text{lev}(\tau) \) for every type \( \tau \).

The self-interpreter for \( F_{\omega} \) given by Brown and Palsberg has important structural properties that Definition 4 fails to capture. For instance, their encoding of types commutes with substitution \([3, \text{Thm. 5.2}]\) and is a congruence with respect to type equality \([3, \text{Thm. 5.3}]\). In the original work \([5]\) on meta-circularity Pfenning and Lee called such phenomena reflectivity. Unfortunately they spoke of it at an informal level and did not provide a definition. A promising possibility, which thwarts the proof of Theorem 5 but allows Brown and Palsberg’s construction, is to amend the definition of weak interpreters by requiring a term \( \text{app}_{\sigma, \tau} : \square(\sigma \rightarrow \tau) \rightarrow \square \sigma \rightarrow \square \tau \) such that \( \text{app}_{\sigma, \tau} \langle e_{1} \rangle_{\sigma \rightarrow \tau} \langle e_{2} \rangle_{\sigma} \equiv_{\beta} \langle e_{1} e_{2} \rangle_{\tau} \). This way we get conditions that correspond to the modal laws of necessity. Unfortunately, at present I do not know whether System \( T \) has a self-interpreter satisfying the above conditions and the acceptability condition from Definition 4.

**Acknowledgment** I thank Alex Simpson for helpful discussions and pointers to the literature.
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Andromeda \(^1\) is a proof assistant for dependent type theory with equality reflection following the tradition of Edinburgh LCF \(^3\): (1) there is an abstract datatype of type-theoretic judgments whose values can only be constructed by a small nucleus, and (2) the user interacts with the nucleus by writing programs in a high-level, statically typed Andromeda meta-language (AML). The only part of the system that needs to be trusted is the nucleus, which at present counts around 1800 lines of OCaml code.

The underlying type theory of Andromeda has dependent products and equality types (LCF and its descendants implement simple type theory). The rules for products are standard and include function extensionality. The terms are explicitly tagged with typing annotations, which is necessary because we want to avoid various anomalies caused by the equality reflection rule \(^4\)

\[
\text{\Gamma} \vdash e : \text{Eq}_T(e_1, e_2) \\
\text{\Gamma} \vdash e_1 \equiv e_2 : T
\]

The rule has the additional disadvantage of making judgmental equality undecidable. Nevertheless, this is the type theory we want to implement because it has a great deal of expressive power. The user may essentially adjoin new judgmental equalities by hypothesizing inhabitants of the corresponding equality types, and thus axiomatize many type-theoretic constructions (sums, propositional truncation, (co)inductive types, inductive-inductive and inductive-recursive types, etc.). In contrast to the J-rule of intensional type theory, equality reflection erases uses of equality proofs, which ought to prove useful in certain kinds of formalization. By combining equality reflection with handlers, described below, the user also controls opacity of definitions and application of (user-provided) normalization strategies.

The AML evaluator performs bidirectional type checking of terms, invoking operations (questions) that can be handled (answered) by user-provided AML code in the style of Elf \(^2\). For instance, to construct a well-typed application \(e_1 e_2\), the first step is to synthesize the type \(T_1\) of \(e_1\) and express it as a product. Since type theory with equality reflection does not enjoy strong normalization, the evaluator simply triggers an operation \texttt{as\_prod}(\texttt{\Gamma} \vdash T_1 : \text{Type}) and expects a handler to yield back an inhabitation judgment \(\text{\Gamma} \vdash \xi : \text{Eq}_\text{Type}(T_1, \prod_{x : A} B)\) for some \(A, B,\) and \(\xi\). Once it has the appropriate premises, the evaluator invokes the nucleus to construct the resulting judgment \(\text{\Gamma} \vdash e_1 e_2 : B[e_2/x]\) (with some typing annotations elided).

There is also an operation \texttt{as\_eq} for asking how to convert a type to an equality type.

Similarly, whenever the evaluator encounters a non-trivial equality \(\text{\Gamma} \vdash e_1 \equiv e_2 : T\) it triggers the operation \texttt{equal}(\texttt{\Gamma} \vdash e_1 : T)(\texttt{\Gamma} \vdash e_2 : T), and the equation is verified if and when the handler yields a judgment \(\text{\Gamma} \vdash e : \text{Eq}_T(e_1, e_2)\) back to the evaluator. The handler can employ an arbitrary equality checking algorithm, using support from the nucleus to produce witnesses for the \(\beta\)-rule, function extensionality, \(\eta\)-rules for records, uniqueness of equality proofs, and congruence rules.
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\[
\lambda (\theta : a \equiv b) \ (\xi : b \equiv c),
\]
\[
\text{handle } \theta : a \equiv c \text{ with}
\]
\[
| \text{equal } ((\leftarrow a \equiv b) \text{ as } ?X) \ ((\leftarrow a \equiv c) \text{ as } ?Y) \Rightarrow
\]
\[
\text{handle yield } (\text{congruence } X \ Y) \text{ with}
\]
\[
| \text{equal } ((\leftarrow b) \text{ as } ?Z) \Rightarrow \text{yield } \text{(Some } \xi) \end{end}
\]

Listing 1: Transitivity of equality

In practice most equalities can be verified by a standard type-directed equality checking algorithm. We have implemented such an algorithm in AML and extended it with equality hints. These allow the user to dynamically add extensionality rules, \(\beta\)-rules, and instructions on how to immediately resolve equalities that are not amenable to rewriting (such as commutativity of addition). The fact that the algorithm is implemented in AML gives it a strong correctness guarantee.

For example, given a type \(T\) with elements \(a, b, c : T\), the AML program\(^1\) in Listing 1 computes a witness of \(\text{Eq}_T(a, b) \to \text{Eq}_T(b, c) \to \text{Eq}_T(a, c)\), namely the term \(\lambda \theta \xi. \theta\) (where type annotations have been elided). While verifying that \(\theta\) does have type \(\text{Eq}_T(a, c)\), the nucleus encounters a non-trivial equality of types \(\text{Eq}_T(a, b)\) and \(\text{Eq}_T(a, c)\). The outer handler handles this by an application of congruence, which attempts to generate a witness of equality by applying congruence rules. Structural comparison of \(\text{Eq}_T(a, b)\) and \(\text{Eq}_T(a, c)\) generates three further equality checks, of which \(T \equiv_{\text{Type}} T\) and \(a \equiv_T a\) are trivial, and \(b \equiv_T c\) is handled by the hypothesis \(\xi\). In general we do not expect users to write such low-level handlers but rather rely on a sophisticated standard library provided by the developers.

Much work remains to be done. We plan to introduce mechanisms in the AML evaluator that will allow users to implement implicit coercions, type classes, and universes. For a more substantial example we plan to implement Voevodsky’s Homotopy Type System \(^5\) as a way of introducing intensional identity types in Andromeda.
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Abstract

The BCD type system of intersection types has been introduced by Barendregt, Coppo and Dezani in [1]. It is derived from a filter lambda model in order to characterize exactly the strongly normalizing terms. Formally, intersection types over variables α ∈ V

\[ \sigma, \tau, \rho ::= \alpha \mid \sigma \rightarrow \tau \mid \sigma \cap \tau \mid \omega \]

are related by the least preorder ≤ closed under the rules

\[ \sigma \leq \omega, \quad \omega \leq \omega \rightarrow \omega, \quad \sigma \cap \tau \leq \sigma, \quad \sigma \cap \tau \leq \tau, \quad \sigma \leq \sigma \cap \sigma; \]
\[ (\sigma \rightarrow \tau) \cap (\sigma \rightarrow \rho) \leq \sigma \rightarrow \tau \cap \rho; \]

If \( \sigma \leq \sigma' \) and \( \tau \leq \tau' \) then \( \sigma \cap \tau \leq \sigma' \cap \tau' \) and \( \sigma' \rightarrow \tau \leq \sigma \rightarrow \tau' \).

Decidability of this preorder has been shown in [6, 4, 7, 8]. Laurent has formalized the relation in Coq in order to eliminate transitivity cuts from it [5]. Following the ideas presented in [8], we show how to obtain a formally verified subtyping algorithm in Coq. Focusing on the algebraic properties of filters and ideals on the subtype relation, we manage to avoid additional proof infrastructure (e.g., lists of types) and extensions to the core type theory of Coq. When executed inside Coq, the algorithm produces a subtype proof tree for an arbitrary pair of intersection types or a counter proof if the input pair is not subtype related.

Automatic program extraction allows to obtain Haskell and OCaml versions of the algorithm. Extracted code can be used as a reference for randomized testing of manually optimized implementations. We will report on an implemented but not yet machine verified subtype algorithm with \( O(n^2) \) asymptotic runtime behavior.

Proven properties allow to formally show the correspondence between prime ideals and the notion of paths in intersection types, which is mentioned in [9]. Organization into an intersection of paths is an important lemma in proofs for various decision problems, e.g., type inhabitation [3], type matching [2] and type inference [4]. We will demonstrate our implementation and made it publicly¹ available in the hope that it can serve as a platform for exploring formal verification and program extraction of algorithms based on intersection types.

References


¹https://www.github.com/JanBessai/BCD
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Abstract

Intersection types capture deep semantic properties of \(\lambda\)-terms such as normalization and were subject to extensive study for decades [2]. Due to their expressive power, intersection type inhabitation (given a type, does there exist a term having the type?) is undecidable in the standard intersection type system BCD [1].

Urzyczyn showed relatively recently [6] that restricted to rank 2 intersection type inhabitation becomes exponential space complete and is undecidable for rank 3 and up. Here, \(\text{rank}(\tau) = 0\) if \(\tau\) is a simple type, \(\text{rank}(\sigma \rightarrow \tau) = \max(\text{rank}(\sigma) + 1, \text{rank}(\tau))\) and \(\text{rank}(\sigma \land \tau) = \max(1, \text{rank}(\sigma), \text{rank}(\tau))\) otherwise. Later, Salvati et al. discovered the equivalence of intersection type inhabitation and \(\lambda\)-definability [5], which further improved our understanding of the expressiveness of intersection types.

One can take several routes in order to track the reason for undecidability of intersection type inhabitation (abbreviated by IHP, resp. IHP\textsuperscript{3} for rank 3). In [2] the following reduction is performed: \(\text{EQA} \leq \text{ETW} \leq \text{WTG} \leq \text{IHP}\), where EQA is the emptiness problem for queue automata, ETW is the emptiness problem for typewriter automata and WTG is the problem of determining whether one can win a tree game. A different route taken in [6] performs the following reduction: \(\text{ELBA} \leq \text{SSTS1} \leq \text{HETM} \leq \text{IHP3}\), where ELBA is the emptiness problem for linear bounded automata, SSTS1 is the problem of deciding whether there is a word that can be rewritten to 1s in a simple semi-Thue system and HETM is the halting problem for expanding tape machines. Alternatively, following the route of [5] via semantics, the following reduction can be performed: \(\text{WSTS} \leq \text{LDF} \leq \text{IHP3}\), where WSTS is the word problem in semi-Thue systems and LDF is the \(\lambda\)-definability problem. Each of these routes introduces its own machinery that may distract from the initial question. As a result, it is challenging to even give examples of particularly hard inhabitation problem instances, or distinguish necessary properties on a finer scale than the rank restriction. We pinpoint the reason for undecidability by performing a direct reduction from the halting problem for Turing machines to intersection type inhabitation. In particular, we show how arbitrary Turing machine computations can be directly simulated using proof search. The main benefit of the presented approach is its accessibility and simplicity. It can be used to inspect properties of intersection type inhabitation or related systems on a more fine-grained scale than that of rank. Additionally, simulating Turing machine computations by proof search may provide new insights into the line of work, where proof search is regarded as the execution of a logic programming language used for code synthesis [4].

In order to simulate a Turing machine computation, we construct an intersection type \(\tau\), that exactly captures individual properties of a Turing machine. Due to the structure of \(\tau\), the execution of a proof search algorithm [3] necessarily consists of two phases. During the first phase the simultaneous set of type judgments (used by the algorithm) is expanded to provide room for the simulation of a Turing machine computation. During the second phase the simultaneous set of type judgments is transformed according to the transition function of the Turing machine until the final state is reached. As a result, \(\tau\) is inhabitable if the simulated Turing machine halts. Since our construction is more concise than existing approaches taking no detours, we believe that it is valuable for a better understanding of the expressiveness of intersection type inhabitation.
For the sake of completeness, we outline the construction of $\tau_*$. Let $M = (\Sigma, Q, q_0, q_f, \delta)$ be a TM. Fix the set of type constants $\mathbb{C} = \Sigma \cup \{ l, r, \bullet \} \cup \{(q, a) \mid q \in Q, a \in \Sigma \} \cup \{ \circ, \#, \$ \}$. Note that $\varnothing \in \Sigma$ is the space symbol. We define the following types:

$$\sigma_f = \bigcap_{c \in \Sigma} (c \cap (q_f, c))$$

for each $t = ((q, c) \rightarrow (q', c', +1)) \in \delta$

$$\sigma_t = \bigcap_{a \in \Sigma} (\bullet \rightarrow a \rightarrow a \cap (t \rightarrow c' \rightarrow (q, c)) \cap \bigcap_{a \in \Sigma} (r \rightarrow (q', a) \rightarrow a)$$

for each $t = ((q, c) \rightarrow (q', c', -1)) \in \delta$

$$\sigma_* = ((\bullet \rightarrow \circ) \rightarrow \circ) \cap ((\bullet \rightarrow \#) \cap ((l \rightarrow \circ) \cap (l \rightarrow \$) \cap (r \rightarrow \#) \cap (\bullet \rightarrow \$))$$

$$\sigma_0 = ((\bullet \rightarrow (q_0, \varnothing)) \cap ((\bullet \rightarrow \varnothing) \cap ((l \rightarrow \circ) \cap (l \rightarrow \$) \cap ((r \rightarrow \#) \cap (\bullet \rightarrow \$))$$

$$\tau_* = \sigma_0 \rightarrow \sigma_f \rightarrow \sigma_t \rightarrow \ldots \rightarrow \sigma_k \rightarrow (l \rightarrow \circ) \cap (r \rightarrow \#) \cap (\bullet \rightarrow \$)$$

where $\delta = \{ t_1, \ldots, t_k \}$

Each of the above types represents one particular feature of $M$. To provide some intuition:

- $l$ and $r$ link neighboring tape cells.
- $\circ$, $\#$, and $\$ indicate the first, last and next to the last tape cell during tape expansion.
- $(q, a)$ represents that $M$ is at the position reading $a$ in state $q$.
- $\sigma_f$ recognizes whether an accepting state is reached.
- $\sigma_t$ transforms the state according to $\delta$.
- $\sigma_*$ represents tape expansion.
- $\sigma_0$ initializes $M$ to the state $q_0$ and the empty tape.
- $\tau_*$ is inhabited iff $M$ accepts the empty word.
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\textit{Guarded dependent type theory} \cite{1} is a dependent type theory with guarded recursive types, which are useful for building models of program logics, and as a tool for programming and reasoning with coinductive types. This is done via a modality \( \mathcal{G} \), pronounced ‘later’, with a constructor \textit{next}, and a guarded fixed-point combinator \( \textit{fix} : (\mathcal{G} A \to A) \to A \). This combinator is used both to define guarded recursive types as fixed-points of functions on universes, as well as to define functions on these types.

\textit{Cubical type theory} \cite{2} is an extension of Martin-Löf type theory with the goal of obtaining a computational interpretation of the univalence axiom. The important novel idea in cubical type theory is that the identity type is not inductively defined. Instead the identity type \( \textit{Id}_A (x, y) \) is defined to be the type of \textit{paths} starting from \( x \) to \( y \). These paths are defined via an abstract interval \( I \) with endpoints 0, 1. Elements of the identity type are then introduced using path abstraction: if \( t \) is a term of type \( A \) in context \( i : I \), then \( \langle i \rangle t \) is a term of type \( \textit{Id}_A (\langle 0/i \rangle t, \langle 1/i \rangle t) \) in context \( \Gamma \). The elimination rule for the identity type is application: given an element \( i \) of \( I \) and a proof \( p : \textit{Id}_A (x, y) \) the term \( p i \) is of type \( A \), with two judgemental equalities: \( p 0 \equiv x \) and \( p 1 \equiv y \). Several extensionality properties are derivable in this type theory. In particular, function extensionality is provable with the term

\[
\text{funext} = \lambda f g p. (\langle i \rangle \lambda a. (pa) i) \ i \prod_{f : A \to B} (\textit{Id}_B (fx, gx) \to \textit{Id}_{A \to B} (f, g)).
\]

It is hoped that this type theory has decidable type-checking and satisfies canonicity.

We propose \textit{guarded cubical type theory}, a combination of the two type theories with the goal of obtaining a type theory with a later modality and guarded fixed-point combinator that has decidable type-checking and satisfies canonicity. In previous work on guarded dependent type theory the focus was on designing the rules of the type theory so that it is possible to work with guarded recursive types. In particular, the type theory in \cite{1} is an extensional type theory, i.e., there is the equality reflection rule for the identity type, and there is the judgemental equality

\[
\textit{fix} f \equiv f (\textit{next} (\textit{fix} f)).
\]

Both of these prevent decidable type-checking. Moreover, the type theory in \cite{1} also includes

\[
\textit{com} : \mathcal{G} \textit{Id}_A (x, y) \to \textit{Id}_{A \to A} (\textit{next} x, \textit{next} y)
\]

which is the inverse to the canonical term of type \( \textit{Id}_{A \to A} (\textit{next} x, \textit{next} y) \to \mathcal{G} \textit{Id}_A (x, y) \). We found that \textit{com} is crucial for proving properties of guarded recursive types. Such a term \textit{com} is not definable in Martin-Löf type theory when the identity type is defined in the usual way and so we need to introduce it axiomatically, which leads to the loss of canonicity. Note the formal resemblance of the type of \textit{com} to the type of the axiom of function extensionality in (1).

\footnote{We do not distinguish between the types \textit{Id} and \textit{Path} in the interest of presentation.}
**Guarded cubical type theory** Using the constructs from cubical type theory we can address both of these difficulties. First, because the identity type has a much more flexible introduction rule, the term \( \text{com} \) becomes definable as
\[
\text{com} = \lambda (p : \mathsf{Id}_A (x, y)). \langle i \rangle \text{next} \ [p' \leftarrow p], p'i,
\]
which should be compared to the term \( \text{funext} \) in (1). Here \([p' \leftarrow p]\) is a delayed substitution. Delayed substitutions, introduced in [1], are a generalisation of the applicative functor structure of \( \triangleright \) to dependent types.

Interestingly, and rather surprisingly, we can utilise the face lattice \( F \) of cubical type theory to control fixed-point unfolding. We omit the fixed-point unfolding rule (2) from the type theory and instead decorate the fixed-point with a face which specifies when the fixed-point should be unfolded. The typing rule for \( \text{fix} \) becomes (omitting some details for this abstract):
\[
\frac{\Gamma \vdash t : \triangleright A \rightarrow A \quad \Gamma \vdash \phi : F}{\Gamma \vdash \text{fix}^\phi t}
\]
with the only judgemental equality rule being \( \text{fix}^1 t \equiv f (\text{next} (\text{fix}^0 t)) \), where \( 1_F \) and \( 0_F \) are the top and bottom elements of \( F \). This judgemental equality rule allows us to unfold the fixed-point on demand. The face \( \phi \) associated to the fixed-point can then be used to prove
\[
\langle i \rangle \text{fix}^{i=1} f : \mathsf{Id}_A (\text{fix}^0 f, f (\text{next} (\text{fix}^0 f))).
\]

**Prototype implementation** Our prototype implementation of the type theory\(^2\) extends the cubical type checker\(^3\) with \( \triangleright \) modality and guarded fixed-points. One of the motivations behind cubical type theory is to have some extensionality, while preserving the strong metatheoretic properties of intensional type theory. Our experiments with the prototype implementation show that the examples described in [1] can indeed be expressed in guarded cubical type theory, albeit with some more manual rewriting, since fixed-point unfolding is no longer a judgemental equality, but only a propositional one. This is a confirmation that the cubical type theory is relevant not only for mathematical applications, but also in areas of computer science.

**Semantics** We are working on a semantics of guarded cubical type theory based on an axiomatic version of the cubical model in the internal logic of cubical sets [3, 4]. Our axioms include a presheaf topos with an internal De Morgan algebra having the disjunction property and an internal operator \( \triangleright \). The verification that these axioms actually suffice is nearly done.

The concrete model we use is based on presheaves over the product of the category of cubes (as used in the model of cubical type theory) and the preorder \( \omega \) (as used in the model of guarded dependent type theory), and this presheaf topos satisfies our axioms.

**References**
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Hybrid realizability for intuitionistic and classical choice*

Valentin Blot
University of Bath

Realizability appeared in [Kle45] as a formal account of the Brouwer-Heyting-Kolmogorov interpretation of logic, leading to the Curry-Howard isomorphism between intuitionistic proofs and purely functional programs. In [Gri90], Griffin used control operators to extend the isomorphism to classical logic. While the first realizability interpretations of classical logic relied on a negative translation followed by an intuitionistic realizability interpretation, Griffin’s discovery can be exploited to give a direct realizability interpretation of classical logic. This allowed Krivine to interpret second-order Peano arithmetic and the axiom of dependent choice in an untyped \( \lambda \)-calculus extended with the call/cc operator [Kri09]. In the work presented here, we interpret first-order classical arithmetic and the axiom of countable choice in a model of the simply-typed \( \mu \)-calculus [Par92], an extension of \( \lambda \)-calculus with control features.

The axiom of choice is ubiquitous in mathematics and is often used without even noticing. Therefore, having a computational interpretation of this axiom is essential to the extraction of programs from a wide range of mathematical proofs. While in usual interpretations of intuitionistic logic the general axiom of choice is trivially realized, interpreting even its countable version in a classical setting requires the use of strong recursion schemes, like the bar recursion operator [Spe62]. The requirement for such a strong recursion principle can be explained by the much stronger provability strength of classical choice: since any formula can be reflected by a boolean in classical logic, the axiom of countable choice can build the characteristic function of any formula with integer parameters, even the undecidable ones.

Variants of bar recursion were used in [BBC98, BO05] to interpret the negative translation of the axiom of choice in an intuitionistic setting. In [BR13], it was shown that bar recursion can be used in a language with control operators to interpret directly the axiom of countable choice in a classical setting. In the present work we extend this approach, adding strong existentials to the realizability interpretation. Because classical proofs typically involve some backtracking, strong existentials are problematic in a classical setting [Her05]. The reason is that the witness of a strong existential may change when the exploration of the associated proof performs some backtrack. Conversely, weak existentials (which, in our setting, are double negations of the strong ones) work well with control operators, but are less efficient from the computational perspective because their interpretations indeed involve backtracking.

Rather than having to choose between an efficient system which is restricted to intuitionistic logic or a full classical system with a complex computational interpretation, we take the best from both worlds and work within classical logic with strong existential quantifications, using their weak counterparts when classical reasoning is needed. In a proof where the excluded middle is never used on some existential formula, this existential can be strong and benefit from an efficient interpretation (in particular, the general axiom of choice is trivially realized in that case). If in the same proof some classical reasoning is performed on another existential formula, then that existential must be weak, and while we can still use the axiom of countable choice on it, its computational interpretation is given by bar recursion and can involve a costly recursion. Restricting strong existentials to intuitionistic logic relies on the polarities of [Blo15] which forbids classical reasoning on strong existentials and ensures the correctness of our computational interpretation in \( \lambda \mu \)-calculus. Similarity between our polarities and those of other

*Research supported by the UK EPSRC grant EP/K037633/1.
proof systems like Girard’s LU [Gir93] and LC [Gir91], or Liang and Miller’s PCL [LM13] are still to be investigated. Combination of strong existentials and classical logic was also investigated in [Her12], where strong existentials were weakened enough to make them compatible with classical logic while preserving countable and dependent choice. We believe that there are strong connections between the operational semantics of Herbelin’s calculus and bar recursion.

In our setting, witnesses can be extracted from proofs of strong existentials, as well as from proofs of $\Pi^0_2$ formulas with a weak existential. This second case relies on a standard non-empty realizability interpretation of the false formula. Our system allows for extraction of more efficient programs than with the usual direct or indirect interpretations of classical logic, provided some care is taken to choose strong existentials whenever possible.

This work will be presented at the LICS 2016 conference in July.
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Abstract

In univalent foundations, it is known that the law of excluded middle allows one to define a family of functions \( f : X \to X \) that is not the identity function on the booleans. We show that the converse holds as well: given such a function, we derive the law of excluded middle.

Suppose we are given a polymorphic function

\[
f : X : \mathcal{U} \to X
\]

where \( X : \mathcal{U} \) is its type parameter.

If this were a term in a language such as System F, then parametricity tells us that it must be equal to the identity function \( \text{id}_X \) for every type \( X \). But parametricity is a metatheoretical framework: it gives properties about the terms of a language, rather than internally stating properties of elements.

Internal to univalent foundations, if we have LEM, then there exists a polymorphic function \( f \) such that \( f \) is not the identity function \( \text{id}_2 \) (where \( 2 \) is the type of booleans) is not the identity function [2, exercise 6.9].

Since LEM is consistent with univalent foundations, this means that there cannot be an internal proof that a polymorphic function \( f : X \to X \) is equal to the identity.

We prove that, in univalent foundations, LEM is precisely what is needed to get a function family not equal to the identity on \( 2 \): on the one hand, we already know that LEM gives us such a function; on the other hand, we have the following converse.

**Theorem 1.** If there is a function \( f : \Pi X : \mathcal{U} X \to X \) with \( f_2 \neq \text{id}_2 \), then LEM holds.

Alternatively, to confine the amount of univalence needed, we can work in the setting of intensional type theory with function extensionality (but without full univalence), and assume that \( f \) is extensional in the sense that it is invariant under equivalences on the type \( X \) it acts on.

The idea of the proof is that we define a type \( 3_P \), which, depending on whether \( P \) holds, may or may not be equivalent to \( 2 \). We then evaluate \( f \) at the type \( 3_P \) (rather than \( 3_P \) itself), and prove \( P + \neg P \) using that evaluation.

This proof has been formalized [1] in Agda using the HoTT library.

**Proof.** Without loss of generality, we may assume that \( f_2(0_2) \neq 0_2 \).

To prove LEM, let \( P \) be an arbitrary proposition. We need to prove \( P + \neg P \).

We will consider a type with three points, where we identify two points depending on whether \( P \) holds. Formally, this is the quotient of a three-element type, where the relation between two of those points is the proposition \( P \). This quotient can be constructed conveniently as

\[
3_P := \Sigma P + 1,
\]

where \( \Sigma P \) is the suspension of \( P \). The two points of the suspension are called \( N \) and \( S \), and the identity path (if it exists) between those points is called \( \text{merid}(p) : N = S \), with \( p : P \).

Recall the following about suspensions.

---

[1] The suspension of a type is not generally a quotient, because it is not generally a set: we use the fact that \( P \) is a proposition here.
By induction, we can define a map
\[ \text{swap} : \Sigma P \to \Sigma P \]
that sends \( N \) to \( S \) and vice versa.

By induction, we can define a map \( \text{extract} : N =_{\Sigma P} S \to P \), and this can be generalized to a map
\[ \text{extract}'_x : x =_{\Sigma P} \text{swap}(x) \to P. \]

Notice that if we have \( P \), then the suspension is contractible, so \( 3_P \simeq 2 \), and also \( (3_P \simeq 3_P) \simeq 2 \).

Define
\[ g := f_{3_P \simeq 3_P} (\text{id}_{3_P}) : 3_P \simeq 3_P, \]
where \( \text{id}_{3_P} \) is the equivalence \( 3_P \simeq 3_P \) given by the identity function on \( 3_P \). We will see \( g \) both as an equivalence and as a function \( 3_P \to 3_P \).

Now we do case analysis on \( g(\text{inr}(\star)) \). Notice that this case analysis is simply an instance of the induction principle for sum types. In particular, we do not require decidable equality of \( 3_P \) (which would already give us \( P + \neg P \), which is exactly what we are trying to prove). When analyzing the case \( \text{inr}(t) : 3_P \), with \( t : 1 \), we are free to specialize to \( t = \star \) since \( 1 \) is contractible.

\[ g(\text{inr}(\star)) = \text{inr}(\star) : \text{Assume that } P \text{ holds. Then by transporting the witness of } f_2(0_2) \neq 0_2 \text{ along an equivalence that identifies } 0_2 \text{ with } \text{id}_{3_P}, \text{ we get that } g \neq \text{id}_{3_P}. \text{ However, since } 3_P \simeq 2 \text{ and } g \text{ has a fixed point } \text{inr}(\star), \text{ we can deduce that } g = \text{id}_{3_P}, \text{ which is a contradiction.} \]

\[ g(\text{inr}(\star)) = \text{inl}(x) : \text{We do further case analysis on } g(\text{inl}(x)). \]

\[ g(\text{inl}(x)) = \text{inr}(\star) : \text{We do further case analysis on } g(\text{inl}(\text{swap}(x))). \]

\[ g(\text{inl}(\text{swap}(x))) = \text{inr}(\star) \text{: Since we now have } g(\text{inl}(x)) = \text{inr}(\star) = g(\text{inl}(\text{swap}(x))) \]

and since \( g \) is an equivalence, we can use \( \text{extract}'_x \) to get \( P \).

\[ g(\text{inl}(\text{swap}(x))) = \text{inl}(y) : \text{Assume } P, \text{ in which case } x = \text{swap}(x). \text{ Hence } \text{inr}(\star) = \text{inl}(y) \text{ which is a contradiction.} \]

\[ g(\text{inl}(x)) = \text{inl}(y) : \text{Assume } P, \text{ in which case } \text{inl}(x) = \text{inl}(y). \text{ But we now have } g(\text{inr}(\star)) = \text{inl}(x) = \text{inl}(y) = g(\text{inl}(\text{swap}(x))). \]

So since \( g \) is an equivalence, this yields \( \text{inr}(\star) = \text{inl}(x) \), which is a contradiction.

\[ \square \]
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The book on homotopy type theory [5] presents a beginning of the field of synthetic homotopy theory, which carries out homotopy-theoretical constructions internally in type theory. This makes it possible to very directly reason about abstract homotopy theory using proof assistants for dependent type theories, and as such construes homotopy theory as a branch of logic.

One high point in the book is the construction of the Hopf fibration $S^1 \hookrightarrow S^3 \rightarrow S^2$. Classically, this is obtained by the so-called Hopf construction from the multiplication of unit-length complex numbers (that is, the unit circle in the complex plane), but in homotopy type theory we can reason about the circle in another way, namely as a higher inductive type, generated by a point constructor $base$ and a path constructor $loop : base = base$.

The Hopf construction applies to a connected H-space $A$, that is, a path-connected type $A$ together with a binary operation $\mu$ and an element $e$ that is neutral for this operation up to homotopy: $\mu(x \Rightarrow e) = x = \mu(e \Rightarrow x)$ for $x : A$ (the equality symbol refers to the identity type). The result is a fibration $\text{hopf} : \Sigma A \rightarrow \text{Type}$, where $\Sigma A$ denotes the suspension of $A$. The total space can then be identified with the join $A \ast A$ of $A$ with itself (the join $A \ast B$ of two types $A$ and $B$ is defined as the pushout of the two projections from $A \times B$, taking advantage of the fact that a pushout in type theory denotes a homotopy pushout of the corresponding spaces). Note that the join of two spheres is again a sphere: $S^n \ast S^m \simeq S^{n+m+1}$.

The Hopf fibration is in fact but one of a family of four fundamental fibrations in homotopy theory built from the classical normed division algebras $\mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}$ (the real numbers, the complex numbers, the quaternions and the octonions). From these we classically obtain H-space structures on the unit spheres, $S^0, S^1, S^3, S^7$, inside these algebras, and from these the corresponding Hopf fibrations:

\[
S^0 \hookrightarrow S^1 \rightarrow S^1 \\
S^1 \hookrightarrow S^3 \rightarrow S^2 \\
S^3 \hookrightarrow S^7 \rightarrow S^4 \\
S^7 \hookrightarrow S^{15} \rightarrow S^8
\]

Coming back to HoTT, it has been an open problem to construct the quaternionic Hopf fibration corresponding to the multiplication of unit quaternions (as $\mathbb{H}$ is a 4-dimensional algebra, these form a three-sphere, $S^3$).

Here we present a solution to this problem based on a modification of the Cayley-Dickson construction of the normed division algebras $\mathbb{R}, \mathbb{C}, \mathbb{H}, \mathbb{O}$.

The Cayley-Dickson construction (as described for instance by Baez [1]) produces a new *-algebra $A' := A \oplus A$ from a given one $A$ by the stipulations

\[
(a, b)^* := (a^*, -b), \quad (a, b)(c, d) := (ac - db^*, a^*d + cb).
\]

This procedure cannot be productively replicated in homotopy type theory for our purpose, as any vector space over the reals is contractible as a homotopy type.

We were able to find an analog in the setting of synthetic homotopy theory by concentrating on the unit imaginaries inside the classical *-algebras, and we give a construction that produces
The quaternionic Hopf fibration

an H-space structure on $\Sigma A * \Sigma A$ for any type $A$ with an involutive negation for which the suspension $\Sigma A$ has an associative H-space structure that interacts nicely with the negation on $A$.

Applying the construction to the 0-sphere (and thus to the multiplication on its suspension, the circle), we obtain an H-space structure on the three-sphere, and thus the quaternionic Hopf fibration $S^3 \hookrightarrow S^7 \rightarrow S^4$. A famous application of the quaternionic Hopf fibration is as one ingredient in Milnor’s construction of exotic 7-spheres [3], that is, smooth manifold structures on the $S^7$ that are not diffeomorphic to the standard smooth structure. This application, however, is not yet within reach of synthetic homotopy theory.

Our results have been formalized in the Lean proof assistant [4]. Lean has built-in support for HoTT in that it provides two kinds of higher inductive types, namely type quotients and $n$-truncations, from which a whole host of other common HITs can be deduced, including pushouts, joins, spheres, etc.

The formalization makes heave use of the cubical methods developed in [2], which leverage indexed inductive types representing squares and cubes in types, and paths, squares and cubes lying over given paths, squares and cubes in type families.
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A two-party computation corresponds to the interaction of two processes and a multi-party computation corresponds therefore to the interaction of multiple (three or more) processes. The process algebra community has developed a thorough understanding of multi-party computation through a mechanism called global type that determines a sequential order of the individual send and receive actions among the participating parties.

Viewed from the vantage point of logic, we observe that two-party computations are also well understood through a Curry-Howard correspondence that was first pointed out by Caires and Pfenning in the setting of intuitionistic logic \[\text{[CP10]}\] and then by Wadler in the setting of classical logic \[\text{[Wad14]}\]. In the binary case, two processes form a two-party computation if their respective types are dual to each other. Inspired by this, we show how to generalize the notion of duality to coherence, which allows us to capture the essence of multi-party computations and establish a Curry-Howard correspondence between multi-party sessions and an extension of linear logic with coherence proofs. This paper is based on prior work in \[\text{[CMSY15]}\].

In the reminder of the paper, we illustrate the main contributions of this work using the classical 2-buyer protocol \[\text{[HYC08]}\] as example. Two buyers \(B_1\) and \(B_2\) attempt to buy a book together from seller \(S\). \(B_1\) sends the title of the book that he intends to purchase. The seller \(S\) replies to both, \(B_1\) and \(B_2\), with a quote. \(B_1\) then sends a message to \(B_2\) about how much money he is willing to contribute to the purchase, leaving \(B_2\) with the decision either to contribute the remaining funds and to complete the purchase or to not buy the book at all. Formally, we write:

1. \(B_1 \rightarrow S : (\text{str}); S \rightarrow B_1 : (\text{int}); S \rightarrow B_2 : (\text{int}); B_1 \rightarrow B_2 : (\text{int})\); \(B_1 \rightarrow B_2 : (\text{int})\);
2. \(B_2 \rightarrow S : \& (B_2 \rightarrow S : (\text{addr}) ; \text{end}, \text{end})\) \(1\)

Implicitly, for the purpose of this example, we assume that all communication proceeds through a single channel. Its type depends on the role of each party. When one sends, another receives. The following are the types of the shared channels for each role expressed in Wadler’s CP. To be consistent with \[\text{[Wad14]}\] and in a slight deviation from \[\text{[CDCYP15]}\], we use \(\otimes\) to type outputs and \(\otimes\) to type inputs.

\[\begin{align*}
B_1 & : \text{str} \otimes \text{int} \otimes \text{int} \otimes \text{end} \\
B_2 & : \text{int} \otimes \text{int} \otimes ((\text{addr} \otimes \text{end}) \otimes \text{end}) \\
S & : \text{str} \otimes \text{int} \otimes ((\text{addr} \otimes \text{end}) \otimes \text{end})
\end{align*}\] \(2\)

Above, each formula in classical linear logic (CLL) states how \(x\) is used by each process. For instance, \(B_1\) outputs (\(\otimes\)) a string, receives (\(\otimes\)) an integer, sends another integer and eventually terminates (\(\text{end}\)).

The motivating observation of this work is that CLL is not general enough to express the composition of three or more processes sharing one channel, since the cut-rule can only compose two processes \(P\) and \(Q\) on one single shared channel \(x\) with a compatible types and \(A\) and \(A^\perp\) and not on three.

\[
\frac{P \vdash \Delta, x : A}{(vx : A)(P \mid Q) \vdash \Delta, x : A^\perp} \quad \frac{Q \vdash \Delta', x : A^\perp}{\text{Cut}}
\]
As a solution to this challenge, we propose to annotate the connectives with roles as the partner of the communication. For details, consult [CDCYP15].

\[
\begin{align*}
B1: & \quad \text{str} \otimes \text{int} \otimes \text{int} \otimes \text{B2} \end{align*}
\]

\[
\begin{align*}
B2: & \quad \text{int} \otimes \text{int} \otimes \text{B1} ((\text{addr} \otimes \text{end}) \otimes \text{S} \text{ end}) \\
S: & \quad \text{str} \otimes \text{B1} \otimes \text{int} \otimes \text{B2} ((\text{addr} \otimes \text{B2} \text{ end}) \otimes \text{B2} \text{ end})
\end{align*}
\]

Annotations identify the dual role of each action, e.g., the usage for \( B1 \) now reads: send a string to \( S (\otimes \text{S}) \); receive an integer from \( S (\otimes \text{S}) \); send an integer to \( \text{B2} (\otimes \text{B2}) \); and, terminate (end). This trick allows us to generalize the standard notion of de Morgan duality that is defined between two processes of type \( A \) and \( A' \), to coherence between a set of processes \( \{A_i\}_i \). Coherence is expressed using the judgment \( G \vDash p_1:A_1, \ldots, p_n:A_n \). Here, \( G \) is the global type, each \( p_i \) denotes a role of type \( A_i \). Coherence is defined by the following rules.

\[
\begin{align*}
G \vdash p:A, q:C & \quad G' \vdash \Theta, p:B, q:D \\
p \rightarrow q: \langle G \rangle; G' & \vdash \Theta, p:A \otimes q:B, q:C \otimes p:D \\
\otimes & \quad \text{end} \vdash p:1, q_1: \bot, \ldots, q_n: \bot 1 \bot
\end{align*}
\]

\[
\begin{align*}
G_1 \vdash \Theta, p:A, q:C & \quad G_2 \vdash \Theta, p:B, q:D \\
p \rightarrow q: \& \langle G_1, G_2 \rangle & \vdash \Theta, p:A \otimes q:B, q:C \& p:D \\
\otimes & \quad ?p \rightarrow !q: \langle G \rangle \vdash p: ?A, q: !B !?
\end{align*}
\]

Building on coherence, we generalize the cut-rule \( \text{Cut} \) to a multi-cut rule \( \text{MCut} \) that defines the type of a multi-party computation by combining multiple processes \( P_i \).

\[
\begin{align*}
P_1 \vdash \Gamma_1, x^{p_1}:A_1 & \quad \ldots \quad P_n \vdash \Gamma_n, x^{p_n}:A_n \\
(\forall x:G) (P_1 \mid \ldots \mid P_n) \vdash \Gamma_1, \ldots, \Gamma_n & \quad \text{MCut, where } G \vdash p_1: A_1', \ldots, p_n: A_n'
\end{align*}
\]

In conclusion, this work presents to our knowledge the first formulation of a logic of multi-party sessions. The logic is a conservative extension over Wadler’s CP, it is expressive as this example shows, and it is sound as cut-elimination and multi-cut elimination hold.
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We present an Agda formalization of a normalization proof for simply-typed lambda terms. The normalizer consists of two coinductively defined functions in the delay monad: One is a standard evaluator of lambda terms to closures, the other a type-directed reifier from values to $\eta$-long $\beta$-normal forms. Their composition, normalization-by-evaluation, is shown to be a total function a posteriori, using a standard logical-relations argument. The normalizer is then shown to be sound and complete. The completeness proof is dependent on termination. We also discuss a variation on this normalizer where environments used by the evaluator contain delayed values which can be proven complete independently of termination using weak bisimilarity. This approach would be a realisation of an aim of this work to present a modular proof of normalization where termination, soundness and completeness are independent.

The successful formalization serves as a proof-of-concept for coinductive programming and reasoning using sized types and copatterns \[^3\], a new and presently experimental feature of Agda \[^4\]. Termination of a normalizer was described in \[^2\]. The soundness and completeness proofs are new\[^1\] and the alternative normalizer with delayed environments and accompanying normalization proof is ongoing work.

**Delay Monad and potential non-termination.** The delay monad \[^5\] captures the idea of a computation that may return a value eventually or not at all. We represent functions that have not yet been proven terminating and are therefore untrusted as functions from values of type $A$ to delayed computations of type \texttt{Delay} $B$. Proving termination (asserting a basic level of trustworthiness) amounts to proving that for any input value the delayed computation will converge to a value. Given a constructive proof of termination one can derive a function from values of type $A$ to values of type $B$.

**Normalization algorithm.** The normalization algorithm consists of two main components: (1) an evaluator that takes typed terms to intermediate values given an environment explaining the variables; and (2) a typed directed reifier that takes intermediate values to syntact $\eta$-long $\beta$-normal forms. Neither component is apriori terminating but we can nonetheless combine them using monadic bind.

\[
\begin{align*}
\text{eval} & : \text{Tm } \text{}\Gamma\sigma \rightarrow \text{Env } \Delta\Gamma \rightarrow \text{Delay } (\text{Val } \Delta\sigma) \\
\text{reify} & : \text{Val } \Delta\sigma \rightarrow \text{Delay } (\text{Nf } \Delta\sigma) \\
\text{nf } t & = \text{eval } \text{id } t \gg= \text{reify}
\end{align*}
\]

**Normalization theorem.** We prove three theorems about the normalization algorithm:

\[
\begin{align*}
\text{termination} & : \forall (t : \text{Tm } \Delta\sigma) \rightarrow \exists (n : \text{Val } \Delta\sigma). \text{nf } t \downarrow= n \\
\text{soundness} & : \forall (t : \text{Tm } \Delta\sigma) \rightarrow t \equiv_{\beta\eta} \text{nf } t \\
\text{completeness} & : \forall (t t' : \text{Tm } \Delta\sigma) \rightarrow t \equiv_{\beta\eta} t' \rightarrow \text{nf } t \equiv \text{nf } t'
\end{align*}
\]
Decoupling soundness and completeness from termination amounts to a lifting of the soundness predicate and completeness relation to the the Delay monad, i.e., saying that the predicate/relation would hold eventually. In the relation case this is bisimilarity. For the algorithm specified above this is possible for soundness but not completeness. For a modified algorithm where environments contain delayed values completeness should also be possible but this presents technical challenges such as potentially moving to a sized version of the Delay monad which is not well supported by current versions of Agda and moving from reasoning up to equality to reasoning up to weak bisimilarity.
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Abstract

Coq is a proof assistant that can be used in the process of program verification. We present a number of difficulties one can meet when Coq is used for this purpose and some techniques that can be employed to make the process of proving more comprehensive and accessible to formal proof developers.

Formal verification tools rely on providing detailed account of programs that are verified. All the details there must be mastered explicitly — the tools watch that no detail is overlooked in the implementation. The advantage of this approach is that they can be exploited in scenarios in which programmers should demonstrate their full understanding of code. The disadvantage is that the semantics of the program must be expressed in the native formalism of the tool and the translation itself is complicated. It is so complicated that the usual result is that the final description hardly resembles the original code and a considerable expertise is necessary to understand which particular nuance of the original code is currently being proved.

Even though the progress in automated theorem proving is significant there are and will be cases when one has to rely on interactive provers such as Coq to obtain verified piece of code. Actually, the interactive provers are inevitable when there is a mismatch between specification and code. They are difficult to replace when systematic search of mismatch is attempted. We propose to actively address the issues associated with program verification through development of techniques that help proof developers to construct their proofs in interactive environments. To make the process more concrete we demonstrate the usefulness of these techniques in the context of two program verification platforms, one of them being Frama-C coupled with Why3 and the other one HAHA (available from http://haha.mimuw.edu.pl/).

Frama-C is a set of tools that can be used to analyse correctness of programs written in the C programming language [1]. It generates Hoare-logic style verification conditions that can be given as input to Why3 and then one can manage their verification in Why3. In particular some of the verification conditions can be proven correct in Coq [2]. One can argue that verification conditions that are obtained from this tool-chain are real-world verification conditions that one should deal with in the process of real program verification.

HAHA is a tool that can be used to teach Hoare-logic basics through verification of programs written in a small imperative programming language. It is developed in Warsaw and there are initial results that indicate that its use can give advantage to students who have contact with it [3]. One of its features is the ability to generate verification conditions provable in Coq. The verification conditions obtained from this tool are simpler than those obtained from Frama-C. However, this has the advantage that they can serve better to illustrate solutions to problems encountered during verification.

In our talk we will compare the two environments and show most problematic situations that emerge during proof development. We divide the issues encountered into two basic categories. One is associated with structuring and presentation of the statements, the second is associated

*This work was partially supported by the Polish NCN grant no 2013/11/B/ST6/01381.
with proving mechanisms specific for program verification that can be made available in both of
the environments to make proving efforts easier. In particular, the typical situation that needs
to be handled is that due to some assignment a small portion of memory is changed, but some
property must be carried over through the assignment. We developed a Coq tactic that is able
to deal with such situation in many typical situations. We first did it for Coq scripts obtained
from HAHA and then adapted to proofs done under Frama-C–Why tool-chain.
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Sprinkles of extensionality
for your vanilla type theory
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Dependent types can make your developments (be they programs or proofs) dramatically safer by allowing you to prove that you implemented what you intended. Unfortunately, they can also make your developments dramatically more boring by requiring you to elaborate those proofs in often painstaking detail. For this reason, dependently typed languages typically allow you to cheat by postulating some facts as axioms. However, type theory is not just about which types are inhabited; it’s about how things \textit{compute}. Computationally, an axiom is a stuck term, so it prevents you from evaluating your programs. What if you could postulate not just axioms, but also arbitrary rewrite rules?

1. A typical frustration for people new to proof assistants like Agda or Coq is that \(0 + x\) evaluates to \(x\) for arbitrary \(x\), but \(x + 0\) doesn’t. Of course, a lemma for \(x + 0 = x\) is easy to prove, but having to appeal to this lemma explicitly in all subsequent uses is bothersome. By adding a rewrite rule \(x + 0 \rightarrow x\), you can get the automatic application of this lemma. Similarly, you can add a rule \(x + \text{suc\:y} \rightarrow \text{suc\:(x + y)}\), or \((x + y) + z \rightarrow x + (y + z)\).

2. Allais, McBride, and Boutillier (2013) present a series of rewrite rules (which they call \(\mathbf{\nu}\)-rules) for functions on pairs and lists. For example, they have a rule for concatenating with an empty list \((l \mathbf{++}\: [] \rightarrow l)\), but also rules for simplifying expressions involving \textit{map} and \textit{fold} (e.g. \textit{map}\(\:\lambda x.\:x\)\(: l \rightarrow l\)).

3. Homotopy type theory (The Univalent Foundations Program, 2013) presents the concept of \textit{higher inductive types}, inductive types that have not only regular constructors, but also path constructors that introduce additional equalities. However, current implementations of higher inductive types only have evaluation rules for applying a function to a regular constructor, but not for applying them to a path constructor. By adding rewrite rules to the eliminator of a higher inductive type, working with higher inductive types becomes easier and much more natural.

4. In observational type theory (Altenkirch, McBride, and Swierstra, 2007), the equality type \(x =_A y\) is defined by case analysis on the type \(A\). This can be emulated in other theories by a few custom rewrite rules, thus giving you the advantages of observational type theory, such as functional extensionality.

5. Custom rewrite rules also make it possible to define \textit{shallow embeddings} of other languages in your language, making it possible to import developments into your own language without losing their computational properties. In fact, some languages like Dedukti (Boespflug, Carbonneaux, and Hermant, 2012) are built completely around this concept.

All these examples show how nice it can be to mix up the already sweet taste of vanilla intensional type theory with some extensional sprinkles in the form of rewrite rules. For this purpose we added a new facility to Agda, available from version 2.4.2.4 onwards with some improvements in 2.5.1, allowing you to specify proof-irrelevant rewrite rules that are plugged...
into the evaluation mechanism of the typechecker. Concretely, you can declare the identity type to be the rewrite relation by the pragma `{-# BUILTIN REWRITE _≡_ #-}`, and then declare the proof `plus0 : x + 0 ≡ x` to be a rewrite rule by the pragma `{-# REWRITE plus0 #-}`. By adding this lemma as a rewrite rule, it holds for arbitrary open terms, thus simplifying the definition of functions involving natural numbers in their types. For example, if you also add `plusSuc : (x y : N) → x + (suc y) ≡ suc (x + y)` as a rewrite rule, then the following proof just works, instead of complaining that `x + 0 ≠ x` or `x + (suc y) ≠ suc (x + y):

```
plus-comm : (x y : N) → x + y ≡ y + x
plus-comm zero y = refl
plus-comm (suc x) y = cong suc (plus-comm x y)
```

Our implementation of rewrite rules can also handle examples 2 and 3 without problems. We haven’t tried 4 or 5 yet, but we see no reason why these examples wouldn’t work as well.

By adding more definitional equalities, the size of your proof terms can be reduced quite drastically. Rewrite rules also allow advanced users to experiment with new evaluation rules, without actually modifying the typechecker. On the other hand, you shouldn’t just use any kind of sprinkles. Even more than with axioms, rewrite rules can break the type system completely: not only soundness, but also confluence, termination, and even subject reduction are in danger. This means typechecking may become undecidable, and the typechecker may loop indefinitely. For example, adding a rewrite rule `x + y → y + x` causes the typechecker to loop. It is possible (though quite difficult) to regain these properties by checking confluence, termination, and completeness of the added rewrite rules (Blanqui, 2005). An example of a fully developed system incorporating these checks is CoqMT (Strub, 2010). But no matter how good these checks are, there will always be cases where they are too restrictive and stand in the way of experimentation. So we’d rather let you decide which rewrite rules you want to add, as long as you promise to be extra careful. After all, sometimes it is more important to be able to experiment freely than it is to be 100% safe, and this is precisely the kind of situations we aim for. What can you do with the power of arbitrary rewrite rules? We invite you to try it for yourself!
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An operad is a collection of abstract operations of different arities, equipped with a notion of how to compose them and an action of permuting their inputs. Operads encode categories of algebras whose operations have multiple inputs and one output, such as associative algebras, commutative algebras, Lie algebras, etc. The interest in encoding more general algebraic structures was a part of the renaissance of operads in the early nineties of the last century, when various generalizations of operads came into existence. The formalism of cyclic operads was introduced by Getzler and Kapranov in [2]. The motivation came from the framework of cyclic homology: in their paper, Getzler and Kapranov show that, in order to define a cyclic homology for \( O \)-algebras, \( O \) has to be what they call a cyclic operad. The enrichment of the (ordinary) operad structure is provided by adding to the action of permuting the inputs of an operation an action of interchanging its output with one of the inputs, in a way that is compatible with operadic composition.

The notion of a cyclic operad was originally given in the unbiased manner in [2, Definition 2.1], over the structure of a monad in a category of unrooted trees. These trees act as pasting schemes, and the operations decorating their nodes are “composed in one shot” through the structure morphism of the algebra. Like operads, biased cyclic operads can be defined by means of simultaneous compositions [2, Theorem 2.2] or of partial composition [5, Proposition 42]. The fact that two operations can now be composed by grafting them along wires that “used to be outputs” leads to another point of view on cyclic operads, in which they are seen as generalisations of operads for which an operation, instead of having inputs and an (exchangeable) output, now has “entries”, and it can be composed with another operation along any of them. One can find such an entries-only definition in [4, Definition 48]. By contrast, we refer to the definitions based on describing cyclic operads as operads with extra structure as exchangeable-output ones.

The equivalence between the unbiased and biased definitions of a cyclic operad is formally given as a categorical equivalence that is, up to some extent, taken for granted in the literature. The issue that the construction of the structure morphism of an algebra over the monad out of the data of a biased cyclic operad should be shown independent of the way trees are decomposed has not been addressed in the proof of [2, Theorem 2.2], while the proof of [5, Proposition 42] is not given. Also, the monad structure is usually not spelled out in detail, in particular for what regards the correct treatment of the identities. The primary goal of this work is to formalise rigorously the equivalence between the unbiased and biased definitions of cyclic operads. Instead of comparing one of the two exchangeable-output biased definitions with the unbiased one, as done in [2, Theorem 2.2] and [5, Proposition 42], we show that the entries-only and the unbiased definition describe the same structure. Another particularity in our approach is that the appropriate categorical equivalence will be proved in a syntactical environment: a cyclic operad with biased composition will be expressed as a model of the equational theory determined by the axioms of the entries-only definition, while the monad of unrooted trees figuring in the unbiased approach will be expressed through a formal language called \( \mu \)-syntax. Although \( \mu \)-syntax was originally designed precisely to help us carry out this proof, it certainly has a value at the very level of encoding the (somewhat cumbersome) laws
of the partial composition operation for cyclic operads. In other words, we also propose it as an alternative representation of the biased structure of a cyclic operad. We see this work as an experiment in bringing syntactical and type-theoretical know-how in the formal study of other algebraic structures used in connection with higher categories.

The name and the language of the $µ$-syntax formalism are motivated by another formal syntactical tool, the $\mu\tilde{\mu}$-subsystem of the $\lambda\mu\tilde{\mu}$-calculus, presented by Curien and Herbelin in [1]. In their paper, programs are described by means of expressions called commands, of the form

$$\langle \mu\beta.c_1 | \tilde{\mu}x.c_2 \rangle,$$

which exhibit a computation as the result of an interaction between a term $\mu\beta.c_1$ and an evaluation context $\tilde{\mu}x.c_2$, together with a symmetric reduction system

$$c_2[\mu\beta.c_1/x] \leftarrow \langle \mu\beta.c_1 | \tilde{\mu}x.c_2 \rangle \rightarrow c_1[\tilde{\mu}x.c_2/\beta],$$

reflecting the duality between call-by-name and call-by-value evaluation. In our syntactical approach, we follow this idea and view operadic composition as such a program, i.e. as an interaction between two operations $f$ and $g$, where $f$ provides an input $\beta$ (selected with $\mu$) for the output $x$ of $g$ (marked with $\tilde{\mu}$). By moving this concept to the entries-only setting of cyclic operads, the input/output distinction of the $\mu\tilde{\mu}$-subsystem goes away, leading to the existence of a single binding operator $\mu$, whose purpose is to select the entries of two operations which are to be connected in this interaction. More precisely, the expressions of the $\mu$-syntax are typed as follows

$$c ::= \langle s | t \rangle \mid \mathcal{F}\{t_{x_i} \mid i \in \{1, \ldots, n\}\} \quad s, t ::= x \mid \mu x.c$$

and the equations are

$$\langle s \mid t \rangle = \langle t \mid s \rangle \quad \langle \mu x.c \mid s \rangle = c[s/x] \quad \mu x.c = \mu y.c[y/x] \quad \mathcal{F}\{t_{x_i} \mid x \in X\} = \mathcal{F}\{t_{\sigma(y)} \mid y \in Y\}$$

The action of putting in line the characterization of the monad of unrooted trees, built upon the formalism of unrooted trees with half-edges commonly used in the operadic literature, together with the characterization by means of $µ$-syntax, makes the greatest part of the work. It involves setting up an intermediate formalism of unrooted trees, called the formalism of Vernon trees, that provides concise and lightweight pasting schemes for cyclic operads, and whose syntactical flavour reflects closely the shape of normal forms of the $\mu$-syntax. The formal characterisation of a Vernon tree captures precisely the information relevant for describing the corresponding monad, which eases the verifications of the appropriate laws.
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Abstract

Proof assistants based on the Calculus of Constructions lack powerful general purpose automation. In this talk we present an extension of the various proof advice components to type theory: (i) a translation of a significant part of the Coq logic into the format of automated proof systems; (ii) improvements of the encoding for the goals practically arising in Coq proofs; as well as (iii) a reconstruction mechanism based on a Ben-Yelles-type algorithm combined with limited rewriting, congruence closure and a first-order generalization of the left rules of Dyckhoff’s system LJT.

Formalizing proofs in interactive theorem provers based on the Calculus of Inductive Constructions and its extensions is a daunting task. For systems based on simpler foundations robust general purpose procedures are able to discharge many easier goals completely automatically [2], providing strong proof advice, which reduces human labor [7]. Providing such proof advice requires an encoding of type theory judgements and proof goals into the logics and formats of automated theorem provers (ATPs), as well as a reconstruction mechanism able to build type theory derivations based on ATP-found proofs. For higher-order logic both of these proof advice components have been studied thoroughly. Powerful encodings that are able to automatically derive properties of types, such as monotonicity, as part of the translation have been studied theoretically and implemented in the recent versions of proof advice tools HOL(y)Hammer [9] and Sledgehammer [10]. The built-in HOL automation is able to reconstruct the majority of the automatically found proofs using either internal proof search [8] or source-level reconstruction. The internal proof search mechanisms provided in Coq, such as the firstorder tactic [3], have been insufficient for this purpose so far. Matita’s ordered-paramodulation [1] is able to reconstruct many goals with up to two or three premises, and the congruence-closure based internal automation techniques in Lean [5] are also promising.

In this talk, we present our recently developed proof advice components for type theory and systems based on it. We first introduce an encoding of the Calculus of Inductive Constructions, including the additional logical constructions introduced by the Coq system, in untyped first-order logic. Subsequently, we improve the encoding for the kind of goals that practically arise in Coq standard library formal proofs. Finally, we present a reconstruction mechanism based on a Ben-Yelles-type procedure combined with a first-order generalization of the left rules of Dyckhoff’s LJT, congruence closure and heuristic rewriting.

The first part of the talk, partly based on [4], introduces an encoding of (a close approximation of) the Calculus of Inductive Constructions in untyped first-order logic. The encoding should be a practical one, which implies that its general theoretical soundness is not the main focus, instead it is important that the encoding is precise enough to provide useful information about the necessary proof dependencies or instantiations. For the sake of efficiency, terms of type Prop are encoded directly as FOL formulas using a function $\Phi$. Terms that have type Type but not Prop are encoded using a function $\forall$ as guards which essentially specify what it means for an object to have the given type. For instance, $\forall f : \tau. \varphi$ where $\tau = \Pi x : \alpha. \beta$ is translated to $\forall f : \forall \varphi : \forall \varphi : (\tau, f) \to \Phi(\varphi)$ where $\Phi(\tau, f) = \forall x. \forall \varphi (\alpha, x) \to \Phi(\beta, fx)$. So $\Phi(\tau, f)$ says that an object $f$ has type $\tau = \Pi x : \alpha. \beta$ if for any object $x$ of type $\alpha$, the application $fx$ has type $\beta$.

The encoding has been evaluated on the theorems proved in the Coq standard library, experimentally confirming that it is efficient and precise enough to build an automated reasoning-based proof advice system for Coq. In particular, state-of-the-art classical ATPs are able to reprove above 30% of the human-written proofs, and the dependencies used in the automatically found proofs are indeed those needed by the user to prove the theorems in Coq. We will discuss ideas how this number can be improved by adapting the techniques available in other proof assistants to type theory in the talk. In order to ultimately confirm the adequacy of the encoding, it is necessary to reconstruct the proofs in Coq.
In the second part of the talk, we report on an early work-in-progress on proof reconstruction. We evaluate the Coq internal reconstruction mechanisms including \texttt{tauto} and \texttt{firstorder} \cite{3} on the original proof dependencies and on the ATP found proofs, which are in certain cases more precise. In particular \texttt{firstorder} seems insufficient for finding proofs for problems created using the advice obtained from the ATP runs. This is partly caused by the fact that it does not fully axiomatize equality, but even on problems which require only purely logical first-order reasoning its running time is often unacceptable.

The formulas that we attempt to reprove usually belong to fragments of intuitionistic logic low in the Mints hierarchy \cite{11}. Most of proved theorems follow by combining a few known lemmas. The formulas are small and in practice often belong to the negative fragment of intuitionistic logic. This raises a possibility of devising an automated proof procedure optimized for this fragment and for the utilization of the advice obtained from the ATP runs. We implemented a preliminary version of a Ben-Yelles-type procedure (essentially \texttt{eauto}-type proof search with lightweight looping check) augmented with a first-order generalization of the left rules of Dyckhoff’s system LJT \cite{6}, the use of the congruence tactic, and heuristic rewriting using equational hypotheses. An experimental evaluation on the problems originating from ATP proofs of lemmas in the Coq standard library shows that in our setting this algorithm tends to perform significantly better than the available Coq’s tactics. Our tactic manages to reconstruct above 90% of the reproved theorems. However, it needs to be remarked that if we utilize the advice obtained from ATP runs then about 50% of the the reproved theorems follow by a combination of hypothesis simplification, the tactics \texttt{intuition}, \texttt{auto}, \texttt{easy}, \texttt{congruence} and a few simple heuristics. The reconstruction success rate of the \texttt{firstorder} tactic combined with various heuristics is about 70% if generic axioms for equality are added to the context.

References

\begin{enumerate}
\end{enumerate}
Expressing theories in the $\lambda\Pi$-calculus modulo theory and in the DEDUKTI system

Ali Assaf$^1$, Guillaume Burel$^2$, Raphal Cauderlier$^3$, David Delahaye$^4$, Gilles Dowek$^5$, Catherine Dubois$^2$, Frédéric Gilbert$^6$, Pierre Halmagrand$^3$, Olivier Hermant$^7$, and Ronan Saillea$^7$

1 Inria and École polytechnique, ali.assaf@inria.fr
2 ENSIE, {guillaume.burel,catherine.dubois}@ensiie.fr
3 Cnam and Inria, {raphal.cauderlier,pierre.halmagrand}@inria.fr
4 Cnam and Université de Montpellier, david.delahaye@umontpellier.fr
5 Inria and École Normale de Supérieure de Cachan, gilles.dowek@ens-cachan.fr
6 École des Ponts, Inria, and CEA, fréderic.gilbert@inria.fr
7 MINES Paristech, {olivier.hermant,ronan.saillea}@mines-paristech.fr

Defining a theory, such as arithmetic, geometry, or set theory, in predicate logic just requires to chose function and predicate symbols and axioms, that express the meaning of these symbols. Using, this way, a single logical framework, to define all these theories, has many advantages.

First, it requires less efforts, as the logical connectives, $\land$, $\lor$, $\forall$... and their associated deduction rules are defined once and for all, in the framework and need not be redefined for each theory. Similarly, the notions of proof, model... are defined once and for all. And general theorems, such as the soundness and the completeness theorems, can be proved once and for all.

Another advantage of using such a logical framework is that this induces a partial order between theories. For instance, Zermelo-Fraenkel set theory with the axiom of choice (ZFC) is an extension of Zermelo-Fraenkel set theory (ZF), as it contains the same axioms, plus the axiom of choice. It is thus obvious that any theorem of ZF is provable in ZFC, and for each theorem of ZFC, we can ask the question of its provability in ZF. Several theorems of ZFC, that are provable in ZF have been identified, and these theorems can be used in extensions of ZF that are inconsistent with the axiom of choice.

Finally, using such a common framework permits to combine, in a proof, lemmas proved in different theories: if $T$ is a theory expressed in a language $L$ and $T'$ a theory expressed in a language $L'$, if $A$ is expressed in $L \cap L'$, $A \Rightarrow B$ is provable in $T$, and $A$ is provable in $T'$, then $B$ is provable in $T \cup T'$.

Despite these advantages, several logical systems have been defined, not as theories in predicate logic, but as independent systems: Simple type theory, also known as Higher-order logic, is defined as an independent system—although it is also possible to express it as a theory in predicate logic. Similarly, Intuitionistic type theory, the Calculus of constructions, the Calculus of inductive constructions... are defined as independent systems. As a consequence, it is difficult to reuse a formal proof developed in an automated or interactive theorem prover based on one of these formalisms in another, without redeveloping it. It is also difficult to combine lemmas proved in different systems: the realm of formal proofs is today a tower of Babel, just like the realm of theories was, before the design of predicate logic.

The reason why these formalisms have not been defined as theories in predicate logic is that predicate logic, as a logical framework, has several limitations, that make it difficult to express modern logical systems.
1. Predicate logic does not allow the use of bound variables, except those bound by the quantifiers $\forall$ and $\exists$. For instance, it is not possible to define, in predicate logic, a unary function symbol $\rightarrow$, that would bind a variable in its argument.

2. Predicate logic ignores the propositions-as-types principle, according to which a proof $\pi$ of a proposition $A$ is a term of type $A$.

3. Predicate logic ignores the difference between reasoning and computation. For example, when Peano arithmetic is presented in predicate logic, there is no natural way to compute the term $2 \times 2$ into $4$. To prove the theorem $2 \times 2 = 4$, several derivation steps need to be used while a simple computation would have sufficed.

4. Unlike the notions of proof and model, it is not possible to define, once and for all, the notion of cut in predicate logic and to apply it to all theories expressed in predicate logic: a specific notion of cut must be defined for each theory.

5. Predicate logic is classical and not constructive. Constructive theories must be defined in another logical framework: constructive predicate logic.

This has justified the development of other logical frameworks, that address some of these problems. Problem 1 has been solved in extensions of predicate logic such as $\lambda$-Prolog and Isabelle. Problems 1 and 2 have been solved in an extension of predicate logic, called the Logical Framework, also known as the $\lambda$-calculus, and the $\lambda$-calculus with dependent types. Problems 3 and 4 have been solved in an extension of predicate logic, called Deduction modulo theory. Combining the $\lambda$-calculus and Deduction modulo theory yields the $\lambda$-calculus modulo theory, a variant of Martin-Löf’s logical framework, which solves problems 1, 2, 3, and 4.

Problem 5 can also be solved in this logical framework.

In previous work, we have shown that all functional Pure type systems, in particular the Calculus of Constructions, could be expressed in this framework.

Our goal in this talk is twofold: first, we want to go further and show that other systems can be expressed in the $\lambda$-calculus modulo theory, in particular classical systems, logical systems containing a programming language as a subsystem such as FoCALiZe, simple type theory, and extensions of the Calculus of constructions with universes and inductive types. Second, we want to demonstrate this expressivity, not just with adequacy theorems, but also by showing that large libraries of formal proofs coming from automated and interactive theorem provers can be translated to and checked in Dedukti, our implementation of the $\lambda$-calculus modulo theory. To do so, we shall translate to Dedukti proofs developed in various systems: the automated theorem proving systems Zenon, Zenon modulo, iProver, and iProverModulo, the system containing a programming language as a subsystem, FoCALiZe, and the interactive theorem provers HOL and Matita.

We show this way that the logical framework approach scales up and that it is mature enough, so that we can start imagining a single library of formal proofs expressed in different theories, developed in different systems, but formulated in a single framework.

The talk presents several examples of theories that have been expressed in Dedukti, and several large libraries of proofs expressed in these theories and translated to Dedukti. It presents ongoing work to express more theories, and to reverse engineer these proofs. Before that, it presents the $\lambda$-calculus modulo theory and the Dedukti system.
Computing with intuitionistic sequent proof terms: progress report
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It is well-known that the formulation as sequent calculi of logics and type theories is to be preferred, if one is interested in a formalism suitable for proof search [13, 10]. But in type theories one needs not only to search for proofs and proof terms, but also to compute with them. Now it is not too controversial to say that not everything is understood regarding computation with proof terms in the sequent calculus format, as progress in the matter is still seen recently, e.g. either in the computational interpretation of cut-elimination on focused proofs [15, 1], or in the understanding of variables in sequent proof terms [4]. Hence “structural” matters about sequent proof terms still hinder the formulation of type theories as sequent calculi.

In the past decade two of the authors proposed and studied the system $\lambda J_m$ as a vehicle for studying reduction procedures in the sequent calculus [6, 7]. The approach was modular, with the system designed to be as simple as possible, so that only the intricacies of the reduction procedures remained: the logic was the simplest one (intuitionistic implications as sole connective); the cut-redex paradigm [8, 2] was not followed, so that variables in proof terms could be treated as ordinary term variables [4]; substitution was treated as a meta-operation, with the corresponding cut-rule treated as an admissible typing rule, from which the call-by-name character of cut-elimination followed [2].

But, in order not to fall in mere natural deduction with generalized elimination [16, 9], actual use of the formulas in the l.h.s. of sequents was permitted in the inference process of $\lambda J_m$. This entails, at the level of proof terms, the existence of a primitive mechanism of vectorization of arguments, familiar from the $\lambda$-calculus [8]; and, at the level of reduction, not only that cut-elimination corresponds to the “multiary” [14] version of the $\beta\pi$-reduction found in $\lambda$-calculus with generalized applications [9], but also the existence of a second reduction process. The latter may be seen as the $\eta$-reduction for the $\mu$-operator [2], but is named $\mu$-reduction, as in [14], where it was introduced.

Finally, a third process of reduction, most typical of sequent calculus, has been permanently considered in the study of $\lambda J_m$: permutative conversion [3, 14]. The three reduction procedures were studied in isolation for their properties and computational interpretation, but also in their possible combinations. At some point, the authors attempted (in [5]) not only some systematization of the multiplicity of subsystems and kinds of normal forms that such combinations give rise to, but also some harmony out of the syntactic noise and explosion. Recent progress allows us to say now that we could have done better, and that is what we intend to report in this talk.

Following [12, 3], let us call normal a cut-free term that is irreducible for permutative conversion (the justification of the terminology is that normal terms are in bijection with normal natural deductions). Normal terms have a characterization that is applicable to terms in general (not necessarily cut-free). We call natural the terms which enjoy such characterization, so that a sequent proof term is normal iff it is natural and cut-free. Natural terms are closed for cut-elimination and $\mu$-reduction. We can now give a simple and transparent computational interpretation of this subsystem: non-values consist of a term “applied” to a kind of generalized argument, consisting of a list of lists of ordinary arguments, with cut-elimination allowing the call of a function with the first argument of the first list ($\beta$ rule), or appending two such lists
of lists (π rule), and with μ being an operation of flattening. So, the generality of generalized applications is here reduced to a second vectorization mechanism. In addition, we characterize proof search for normal proofs, identifying the relaxation of the LJT focusing discipline [8, 11] that it follows.

We also embrace the view that permutative conversion is a process of conversion to natural form, named γ for short, and amend the definition of γ found in [5] after having realized that the substitution process involved is a refinement of ordinary term substitution. Conversion to natural form is then studied systematically together with cut-elimination and μ-reduction to know when a procedure commutes and/or preserves another. Based on this analysis, we can conclude that a proof in λJm determines not one, but eight possibly distinct cut-free proofs. We also see how to combine γ-reduction and μ-reduction in order to define focalization - a process of reduction to the LJT-form - and observe the commutation of cut-elimination with focalization. Finally, since conversion to natural form commutes with cut-elimination, we see that the two immediate senses for the concept of normalization in λJm, either conversion of cut-free terms to normal form, or cut-elimination in the natural subsystem, are coherent and have a common generalization to the entire set of proof terms.
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Abstract

We develop a general method for deriving natural deduction rules from the truth table for a connective. The method applies to both constructive and classical logic. This implies we can derive “constructively valid” rules for any (classical) connective. We show this constructive validity by giving a general Kripke semantics, that is shown to be sound and complete for the constructive rules. For the well-known connectives, like \( \lor, \land, \rightarrow \), the constructive rules we derive are equivalent to the natural deduction rules we know from Gentzen and Prawitz. However, they have a different shape, because we want all our rules to have a standard “format”, to make it easier to define the notions of cut and to study proof reductions. In style they are close to the “general elimination rules” by Von Plato [4]. The rules also shed some new light on the classical connectives: e.g. the classical rules we derive for \( \rightarrow \) allow to prove Peirce’s law. Our method also allows to derive rules for connectives that are usually not treated in natural deduction textbooks, like the “if-then-else”, whose truth table is clear but whose constructive deduction rules are not. We prove that “if-then-else”, in combination with \( \perp \) and \( \top \), is functionally complete (all other constructive connectives can be defined from it). We define the notion of cut, generally for any constructive connective and we describe the process of “cut-elimination”. Following the Curry-Howard isomorphism, we can give terms to deductions and we study cut-elimination as term reduction. We prove that reduction is strongly normalizing for constructive if-then-else logic.

Overview of the talk

**Definition** Suppose we have an \( n \)-ary connective \( c \) with a truth table \( t_c \) (with \( 2^n \) rows). We write \( \phi = c(p_1, \ldots, p_n) \), where \( p_1, \ldots, p_n \) are proposition letters and we write \( \Phi = c(A_1, \ldots, A_n) \), where \( A_1, \ldots, A_n \) are arbitrary propositions. Each row of \( t_c \) gives rise to an elimination rule or an introduction rule for \( c \) in the following way.

\[
\begin{array}{c|c|c|c|c}
\text{p}_1 & \ldots & \text{p}_n & \phi & 0 \\
\hline
\text{a}_1 & \ldots & \text{a}_n & 0 & & \rightarrow \quad \vdash \Phi \\
\hline
\text{p}_1 & \ldots & \text{p}_n & \phi & 1 \\
\hline
\text{b}_1 & \ldots & \text{b}_n & 1 & & \rightarrow \quad \vdash \Phi \\
\hline
\text{c}_1 & \ldots & \text{c}_n & \phi & 1 \\
\hline
\end{array}
\]

\[
\begin{array}{c|c|c|c|c|c|c|c|c|c|c}
\text{p}_1 & \ldots & \text{p}_n & \phi & 0 & & \rightarrow \quad \vdash \cdots \vdash A_j \quad \text{(if } a_j = 1) \quad \ldots \quad \vdash A_i \quad \text{(if } a_i = 0) \quad \cdots \vdash D \\
\hline
\text{a}_1 & \ldots & \text{a}_n & 0 & & \rightarrow \quad \vdash D & \text{el} \\
\hline
\text{p}_1 & \ldots & \text{p}_n & \phi & 1 & & \rightarrow \quad \vdash \cdots \vdash A_j \quad \text{(if } b_j = 1) \quad \ldots \quad \vdash A_i \quad \text{(if } b_i = 0) \quad \cdots \vdash \Phi \\
\hline
\text{b}_1 & \ldots & \text{b}_n & 1 & & \rightarrow \quad \vdash \Phi & \text{in} \text{'} \\
\hline
\text{p}_1 & \ldots & \text{p}_n & \phi & 1 & & \rightarrow \quad \vdash \cdots \vdash A_j \quad \text{(if } c_j = 1) \quad \ldots \quad \vdash A_i \quad \text{(if } c_i = 0) \quad \cdots \vdash D \\
\hline
\text{c}_1 & \ldots & \text{c}_n & 1 & & \rightarrow \quad \vdash D & \text{in} \text{'} \\
\hline
\end{array}
\]

If \( a_j = 1 \) in \( t_c \), then \( A_j \) occurs as a **Lemma** in the rule; if \( a_i = 0 \) in \( t_c \), then \( A_i \) occurs as a **Casus**.

The rules are given in abbreviated form and it should be understood that all judgments can be used with an extended hypotheses set \( \Gamma \).

**Example** From the truth table we derive the following intuitionistic rules for \( \land \), 3 elimination rules and one introduction rule:

\[
\begin{array}{c}
\vdash A \land B \\
\vdash A \\
\vdash B \\
\hline
\vdash D \quad \land\text{-el}_a \\
\end{array}
\]

\[
\begin{array}{c}
\vdash A \land B \\
\vdash A \\
\vdash B \\
\hline
\vdash D \quad \land\text{-el}_b \\
\end{array}
\]

\[
\begin{array}{c}
\vdash A \land B \\
\vdash A \\
\vdash B \\
\hline
\vdash D \quad \land\text{-el}_c \\
\end{array}
\]

\[
\begin{array}{c}
\vdash A \land B \\
\vdash A \\
\vdash B \\
\hline
\vdash D \quad \land\text{-in} \\
\end{array}
\]
These rules are all intuitionistically correct, as one can observe by inspection. We will show that these are equivalent to the well-known intuitionistic rules. We will also show how these rules can be optimized and be reduced to 2 elimination rules and 1 introduction rule.

From the truth table we also derive the following rules for $\neg$, 1 elimination rule and 1 introduction rule, a classical and an intuitionistic one.

$$
\frac{\vdash \neg A \quad \vdash A}{\vdash D} \quad \neg \text{-el} \quad \frac{A \vdash \neg A}{\vdash \neg A} \quad \neg \text{-in}^i \quad \frac{\neg A \vdash D \quad A \vdash D}{\vdash D} \quad \neg \text{-in}^c
$$

As an example of the classical derivation rules we can show that $\neg \neg A \vdash A$ is derivable.

**Contribution of the paper and related work**

Natural deduction has been studied extensively, since the original work by Gentzen, both for classical and intuitionistic logic. Overviews can be found in [3] and [1]. Also the generalization of natural deduction to include other connectives or allow different derivation rules has been studied by various researchers. Notably, there is the work of Schroeder-Heister [2] and Von Plato [4] is related to ours. Schroeder-Heister studies general formats of natural deduction where also rules may be discharged (as opposed to the normal situation where only formulas may be discharged). He also studies a general rule format for intuitionistic logic and shows that the connectives $\land, \lor, \Rightarrow, \bot$ are complete for it. Von Plato discusses “generalized elimination rules”, which also appear naturally as a consequence of our approach of deriving the rules from the truth table.

However, we focus not so much on the rules but on the fact that we can define different and new connectives constructively. In our work, we derive the rules directly from the truth table and we give a complete Kripke semantics for the constructive connectives. This also allows us to prove some meta properties about the rules. For example, we give a generalization of the disjunction property in intuitionistic logic. We define and study cuts precisely, for the intuitionistic case. We look more in detail into the logic with just if-then-else and we prove that cut-elimination is strongly normalizing by studying the reduction of proof terms. We also show that if-then-else with $\bot$ and $\top$ is functionally complete for intuitionistic logic.
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Introduction

A polymorphic program is \textit{parametric} if it applies the same uniform algorithm at all instantiations of its type parameters \cite{14}. Reynolds \cite{12} proposed \textit{relational parametricity} as a mathematical model of parametric polymorphism. Relational parametricity is a powerful mathematical tool with many useful consequences \cite{7,15}. The polymorphic lambda-calculus $\lambda_2$ \cite{6,11} serves as a model type theory for (impredicative) polymorphism. Taken separately, the categorical structures needed to model $\lambda_2$ and relational parametricity are well-known ($\lambda_2$ fibrations \cite{8,13} and parametricity graphs \cite{3,4}, respectively). However, simply combining these two notions results in a structure that enjoys the expected properties of parametricity only in the special case that the underlying category is \textit{well-pointed}. Since well-pointedness rules out many categories of interest in semantics (e.g., functor categories) this limits the generality of the theory.

Existing solutions (e.g. Birkedal and Mogelberg \cite{2}) overcome this restriction by adding significant additional structure to models (enough to model the full logic of Plotkin and Abadi \cite{10}). We give instead a minimal solution, where we retain the original idea of combining reflexive graph categories with category-theoretic models of $\lambda_2$. We implement this in a perhaps unexpected way: \textit{we modify the notion of $\lambda_2$ model} by asking for $\lambda_2$ fibrations to additionally satisfy Lawvere’s \textit{comprehension} property \cite{9}. This way, we can interpret a combined context containing both type and term variables interspersed (similar to how contexts need to be handled in dependent type theories). We then combine such \textit{comprehensive $\lambda_2$ fibrations} with parametricity-graph structure in order to also model relational parametricity. We call the resulting structures \textit{comprehensive $\lambda_2$ parametricity graphs}.

A type theory for reasoning about parametricity

The main focus of this presentation is a type theory, $\lambda_2R$, which has a sound and complete interpretation in comprehensive $\lambda_2$ parametricity graphs, and which can be used to show that our models enjoy that the expected consequences of parametricity. This type theory is similar in many respects to System R of Abadi, Cardelli and Curien \cite{1} and System P of Dunphy \cite{3}. In addition to the standard judgements of System F, we add three new judgements: $\Theta \xRightarrow{\text{ctxt}}$ says that $\Theta$ is a well-defined relational context; $\Theta \vdash A_1 RA_2 \rel$ says that $R$ is a relation between types $A_1$ and $A_2$, in relational context $\Theta$; and $\Theta \vdash (t_1:A_1)R(t_2:A_2)$ is a relatedness judgement, asserting that $t_1:A_1$ is related to $t_2:A_2$ by the relation $R$.

Importantly, both type and term variables on the left-hand side of relations are always manipulated separately from variables on the right. As a consequence, it does not make sense to talk about equality relations in the type theory, since there is no way to ensure that a judgement $\Theta \vdash (x:A)R(x:A)$ refers to “the same” $x$ on the left and right hand side. For each $\Gamma \vdash A$ \textit{type}, we instead define a \textit{pseudo-identity relation} $\Gamma \vdash A(A)A \rel$ — the canonical relational interpretation of $A$. However, because of the changed context $\Gamma$ (obtained by taking
the relational interpretation of \( \Gamma \) pointwise), \( \langle A \rangle \) is not a proper identity relation in general — in fact, for open types \( B \), the relation \( \langle B \rangle \) is not even a homogeneous. The more subtle pseudo-identity property of \( \langle A \rangle \) is instead given by the parametricity rule, which states that if \( \Gamma \vdash (s : A) \langle A \rangle (t : A) \), then \( \Gamma \vdash s = t : A \). This rule is sound because of the parametricity-graph structure present in our models.

Graphs of functions are ubiquitous in standard arguments involving relational parametricity. Since we in general lack identity relations, we also lack graph relations, but we identify two forms of pseudograph relations, whose subtle interrelationship allows us to establish the consequences we need. One kind of pseudograph relation is immediately definable using the fibrational structure built into the notion of parametricity graph. The other type requires opfibrational structure. We use an impredicative encoding to show that opfibrational structure is definable in \( \lambda^2 \mathbb{R} \). Finally, we can replay the usual proofs — but with graph relations replaced by pseudographs — showing that comprehensive \( \lambda^2 \) parametricity graphs enjoy the familiar consequences of parametricity.

Based on published work  This is based on our recent paper published in FoSSaCS 2016 [5].
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In the last 30 years several formal tools have been developed for reasoning about uncertain knowledge. One of these approaches concerns formalization in terms of probabilistic logics. Although the idea of probabilistic logic can be traced back to Leibnitz, Lambert and Boole, the modern development was started by Nils Nilsson, who tried to provide a logical framework for uncertain reasoning [7]. After Nilsson, a number of researchers proposed formal systems for probabilistic reasoning, for example [4], [5], [8].

Intersection types ([3]) were introduced in the lambda calculus as an extension of the simple types in order to overcome the limitations of the simple (functional) types. Indeed, lambda calculus with intersection types has two unique properties which do not hold in other type systems. First, it completely characterizes the termination of reduction, a.k.a. strong normalization, in lambda calculus (e.g. [6]). Second, its type assignment is sound and complete with respect to the filter model, which was proven in the seminal paper by Barendregt et al. [1]. The latter result will be useful in this work.

We introduce in this paper a formal model \(\mathcal{P}\) for reasoning about probabilities of lambda terms with intersection types which is a combination of lambda calculus and probabilistic logic. We propose its syntax, Kripke-style semantics and an infinitary axiomatization. We first endow the language of typed lambda calculus with a probabilistic operator \(P\) and, besides the formulas of the form \(M : \sigma\) and its Boolean combinations, we obtain formulas of the form

\[P_s M : \sigma\]

to express that the probability that the lambda term \(M\) is of type \(\sigma\) is equal to or greater than \(s\). More generally, formulas are of the form \(P_\alpha M : \sigma\), where \(\alpha\) is typed lambda statement \(M : \sigma\) or its Boolean combination, so the following is a formula of our formal model as well:

\[\left[P_{\frac{1}{4}}(x : \sigma \to \tau) \land P_{\frac{1}{4}}(y : \sigma)\right] \Rightarrow \left[P_{\frac{3}{4}}(xy : \tau) \lor P_{\frac{1}{4}}(xy : \tau)\right].\]

We then propose a semantics of \(\mathcal{P}\) based on a set of possible worlds, where each possible world is a lambda model. The set of possible worlds is equipped with a probability measure \(\mu\). The set \([\alpha]\) is the set of possible worlds that satisfy the formula \(\alpha\). Then the probability of \(\alpha\) is obtained as \(\mu([\alpha])\). Finally, we give an infinitary axiomatization of \(\mathcal{P}\), which is a combination of deduction rules for lambda calculus with intersection types, axioms for the classical propositional logic, as well as the axioms for probabilistic logics, and prove the deduction theorem.

The main results we want to prove are the soundness and strong completeness of \(\mathcal{P}\) with respect to the proposed model, where strong completeness means that every consistent set of formulas is satisfiable. The construction of the canonical model is crucial for the proof and relays on two key facts. The first one is that the lambda calculus with intersection types is
complete with respect to the filter lambda model, [1], and the second one is the property that every consistent set can be extended to the maximal consistent set.

In the last decade, several probabilistic extensions of the λ-calculus have been introduced and investigated. They are concerned with introducing non-determinism and probabilities into the syntax and operational semantics of the λ-calculus in order to formalize computation in the presence of uncertainty rather than with providing a framework that would enable probabilistic reasoning about typed terms and type assignments.

A slightly similar approach to ours, that provides a framework for probabilistic reasoning about typed terms, was treated by Cooper et al. in [2], where the authors proposed a probabilistic type theory in order to formalize computation with statements of the form “a given type is assigned to a given situation with probability $p$”. However, the developed theory was used for analyzing semantic learning of natural languages in the domain of computational linguistics, and no soundness or completeness issues were discussed.
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We present a typed imperative calculus where it is possible to express and check aliasing and immutability property directly on source terms, without introducing invariants on an auxiliary structure which mimics physical memory. Indeed, continuing previous work \([1, 5]\), we adopt an innovative model for imperative languages which, differently from traditional models, is a pure calculus. That is, execution is modeled by just rewriting source code terms, in the same way lambda calculus models functional languages. Formally, this is achieved by a non standard semantics of local variable declarations. When the expression defining a local variable is evaluated, \(x\) is not replaced by its value but, rather, the association from \(x\) to the value is kept\(^1\), and plays the role of an association from a reference to a (right) value in the store.

For instance, in the following code, where we assume a class \(B\) with a field of type \(B\):

\[
\text{mut } B \ x = \text{new } B(y) \ \text{mut } B \ y = \text{new } B(x) \ y
\]

the two declarations can be seen as a store where \(x\) denotes an object of class \(B\) whose field is \(y\), and conversely. Moreover, as shown in the example, variables (references) can be tagged by modifiers which specify constraints on their behaviour. Indeed, in the recent years a massive amount of research, see, e.g., \([3, 4, 2]\) has been devoted to make programming with side-effects easier to maintain and understand, notably using type modifiers to control state access. Here, we consider two properties of references: (1) no mutation, that is, the reachable object graph denoted by the reference cannot be modified, (2) no aliasing, that is, the reachable object graph denoted by the reference cannot be saved as part of another object. We will use four modifiers corresponding to the four combinations, that is: mutation and aliasing (\(\text{mut}\)), no mutation (\(\text{imm}\) for immutable), no aliasing (\(\text{lent}\)), no mutation and no aliasing (\(\text{read}\)). In addition, we also use a capsule type modifier, a subtype of both the mutable and immutable modifiers, which allows mutable data to be passed and stored as internal state for an object without allowing other access to the same data.

Store is not flat, as it usually happens in models of imperative languages. For instance in the following example, where we assume a class \(D\) with an integer field, and a class \(A\) with two fields of type \(B\) and \(D\), respectively:

\[
\text{imm } D \ z = \text{new } D(0) \\
\text{imm } A \ w = \{ \\
\text{mut } B \ x = \text{new } B(y) \\
\text{mut } B \ y = \text{new } B(x) \\
\text{new } A(x, z) \\
\} \\
w
\]

\(^1\)As it happens, with different aims and technical problems, in cyclic lambda calculi.
the store associates to \( w \) a block introducing local declarations, that is, in turn a store. In this representation, the fact that an object is not referenced from outside some enclosing object is directly modeled by the block construct: for instance, the object denoted by \( y \) can only be reached through \( w \). Conversely, references from an object to the outside are directly modeled by free variables: for instance, the object denoted by \( w \) refers to the external object \( z \).\[^2\] In other words, our calculus smoothly integrates memory representation with shadowing and \( \alpha \)-conversion.

We outline now the type system. A type \( T \) consists in a class name \( C \) decorated by a modifier \( \mu \).

The subtyping relation is the reflexive and transitive relation on types induced by

\[
\mu \ C \leq \mu' \ C \text{ if } \mu \leq \mu'
\]

\[
\text{capsule} \leq \text{mut} \leq \text{lent} \leq \text{read}
\]

However, promotion rules can be used to move the type of an expression against the subtype hierarchy. More precisely: (1) Mutually expressions can be promoted to capsule, if mutable references are weakly locked, that is, can only be used as lent. (2) Readable expressions can be promoted to immutable, if lent, readable, and mutable references are strongly locked, that is, cannot be used at all. The situation is graphically depicted in Figure 1.

Our contribution includes the definition of the calculus with its type system, and proof of soundness. In addition, we formally stated and proved that modifiers imply their expected properties.

As a long term goal, we also plan to investigate (a form of) Hoare logic on top of our model. We believe that the hierarchical structure of our memory representation should help local reasoning.
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\[^2\]Note that the object denoted by \( w \) is a capsule, since its only external reference is imm, whereas its mutable state is encapsulated.
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The proposed talk describes submitted [7] and ongoing [6] work about the interaction of computational effects and predicative polymorphism. ML-style reference cells are known to be hard to combine with polymorphism [11, 4, 14], where a naïve type system is unsound (cf. Figure 1). The working solution, the value restriction [18] and its relaxation [3], are ad-hoc and restrict the programmer unnecessarily. We reexamine this problem in the context of algebraic effects [12] which extend the monadic account of computational effects [10] (e.g., the state monad) with the syntactic operations involving them (e.g., memory look-up and update).

Bauer and Pretnar [2] see effects handlers, a generalisation of exception handlers that allows to handle arbitrary user-defined algebraic effects, to structure impure functional code, in analogy with monads [17]. The smooth integration of algebraic effects with polymorphism is surprising as effects handlers can implement local-state-like programming examples by manipulating continuations (k below) [13]:

\begin{verbatim}
(with HST handle set true;
   let y = get () in
   return y) false
\end{verbatim}

\(\leadsto^*\) return true

In this work, we extend Bauer and Pretnar’s [2] calculus for algebraic effects and handlers with Hindley-Milner polymorphism, in a standard way, without any value restriction:

- We add local effect signatures [8] \(\Sigma\) as finite mappings from operations \(\op\) to pairs of value types \(A, B\), which we denote by \((\op : A \to B) \in \Sigma\).
- We extend types with type variables \(\alpha\).
- We introduce schemes \(\forall \alpha. A\), where \(\alpha\) denotes a finite set of \(|\alpha|\)-many type variables ranged over by \(\alpha\).

Our main result concerns the soundness of the type system w.r.t. the reduction relation \(\leadsto\):

**Theorem (Safety).** If \(\vdash c : A!\Sigma\) holds, then either: (i) \(c \leadsto c'\) for some \(\vdash c' : A!\Sigma\); (ii) \(c = \text{return } v\) for some \(\vdash v : A\); or (iii) \(c = \text{op}(v; y, c')\) for some \((\op : A_{\op} \to B_{\op}) \in \Sigma, \vdash v : A_{\op},\) and \(y : B_{\op} \vdash c' : A!\Sigma\). In particular, when \(\Sigma = \emptyset\), evaluation will not get stuck before returning a value.

---

We use Leroy’s [9] benchmarks for evaluating the interaction of effects and polymorphism. For example, if we extend the language with lists and bounded iteration, we can integrate effects in polymorphic functions, as for any $\Sigma$:

\[
\text{let } \text{imp} \text{.map} = \text{fun } f \times s \mapsto \\
\quad \text{with } H_{ST} \text{ handle } \left( \text{foldl} \left( \text{fun } x \mapsto \text{set}(f \ x :: \text{get} (\text{)})) \ (\text{)} \times s \right) ; \text{reverse}(\text{get} (\text{)})) \\
\quad \left( \begin{array}{l}
\text{[]} \text{ (* initial state *) in } \ldots \\
\end{array} \right) \text{ (* imp.map : } \forall \alpha \beta. (\alpha \rightarrow \beta ! \Sigma) \rightarrow (\alpha \text{ list } \rightarrow \beta \text{ list } \Sigma)! \text{ *)}
\]

These benchmarks also highlight the limited expressiveness of effect handlers — we do not know how to implement, using effect handlers, even Leroy’s basic benchmark, in which we return a newly allocated reference cell. The advantage is that, when trying to express the problematic program in Figure 1, we cannot express the first line, and the type system forbids handling the last two lines using the same state handler, as they refer to memory cells of different types.

A deeper soundness result comes from a denotational model for algebraic effects and polymorphism [6]. We modify Seely’s models of impredicative polymorphism [15] by separating the fibred category of types into a fibred embedding of a fibred category of types into a fibred category of schemes. The universal quantifier $\forall$, previously right adjoint to structural weakening, is now replaced by a relative right adjoint [16, 1] along the inclusion of types in schemes. Using this relativisation, we can construct a parametric version of Harper and Mitchell’s [5] set-theoretic models relative to a universal set $U$. To add computational effects to this model, we construct a free fibred monad $T_{\Delta}$ and prove the following theorem, which allows us to interpret the calculus of algebraic effects and handlers, establishing soundness via a denotational model.

**Theorem.** If $U \neq \emptyset$, then the canonical morphism $T_{\Delta}; \forall \Delta. \tau \rightarrow \forall \Delta. T_{\Delta} \times \Delta \tau$ is invertible.
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Abstract

I discuss non-recursive higher inductive types in homotopy type theory, and universal properties of truncations with respect to arbitrary types.

Homotopy type theory, often abbreviated as HoTT, is a branch of intensional Martin-Löf type theory based on the observation that types can be interpreted as some form of spaces. Besides univalent universes, the so-called higher inductive types (HITs) are a major new concept which is considered in HoTT. These are a powerful generalisation of inductive types. A HIT has not only constructors which define elements (point constructors), it may also have constructors that define equalities (higher or path constructors). A popular example is the circle $S^1$, which we can represent by a point constructor $\text{base} : S^1$ and a path constructor $\text{loop} : \text{base} =_S \text{base}$. Another seemingly innocent HIT is the one implementing the propositional truncation: For any type $A$, we have the HIT $\|A\|$ with one point constructor $\_|_ : A \to \|A\|$ and one path constructor $t : \Pi_{x,y : \|A\|} x = y$. The propositional truncation is probably the most prominent concept that can (non-trivially) be implemented as a HIT (see e.g. Awodey’s and Bauer’s bracket types in extensional type theory [1]). The type $\|A\|$ represents the proposition (i.e. has at most one inhabitant) that $A$ is inhabited without requiring a concrete element of $A$ to be specified. Many more examples of HITs can be found in the standard reference [5].

The HIT $S^1$ is somewhat easy to visualise geometrically: first, we have a point; and second, we have a path from this point to itself. This is a particularly easy example of a finitely represented CW-complex (which already form a very well-behaved class of spaces themselves). The universal property of $S^1$ says that, for any type $X$, functions $S^1 \to X$ correspond exactly to pairs $\Sigma (x : X). x = x$.

General HITs are much harder to understand because of the higher inductive component. We say that $S^1$ is a non-recursive HIT because no constructor quantifies over elements of $S^1$ itself. In the presentation of $\|A\|$ that we have given, the constructor $t$ does quantify over elements of $\|A\|$ itself. This has the consequence that the induction and recursion principle, and the universal property, are somewhat restricted: a priori, we know that functions $\|A\| \to X$ correspond to functions $A \to X$, but only if $X$ is propositional itself (i.e. fulfils the condition posed by the constructor $t$).

The described situation gives rise to two related questions for a given (“recursive”) HIT $H$. First, can we formulate a version of $H$’s universal property (or elimination principle) which is applicable when eliminating into any type? And, second, can $H$ be represented as a non-recursive HIT, and does this give rise to a useful elimination principle into general types?

These questions are unsolved for a general $H$, but some answers have been found for the canonical example – the propositional truncation. In this talk, I want to compare three different constructions and results on this topic. The first can be found in my own article [3] (TYPES’14 post-proceedings), where I have shown a correspondence between coherently constant functions $A \to B$ and functions $\|A\| \to B$. The second is van Doorn’s construction of the propositional truncation as a non-recursive HIT [6] (CPP’16). The third is my construction of the propositional truncation as a non-recursive HIT using a sequence of actual approximations [4] (to appear at LICS’16). In some more detail, the three mentioned constructions can be described as follows:
1. In [3], I have constructed coherently constant functions as morphisms between type-valued presheaves. In type-theoretic notation, a coherently constant function is given by an infinite tower of components, starting with: on level [0], a function \( f : A \rightarrow B \); on level [1], a proof \( c \) of “weak constancy”, i.e. \( c : \text{wconst}_f \equiv \Pi_{a_1 : A} f(a_1) = f(a_2) \); on level [2], a proof of coherence for \( c \), in the sense of \( \text{coh}_{f,c} \equiv \Pi_{a_1,a_2,a_3 : A} (a_1,a_2) \cdot c(a_2,a_3) = c(a_1,a_3) \); and so on.

In the special case where \( B \) is \( n \)-truncated, all but the first \((n + 2)\) components become trivial and can be omitted. This gives a reasonably clean characterisation of maps \( \| A \| \rightarrow B \). We can reformulate this finite case as follows: consider the HIT \( H^n(A) \) with a constructor \( f : A \rightarrow H^n(A) \), a constructor \( c : \text{wconst}_f \), and so on \((n + 2)\) constructors. Then, we have the equivalence \( \| H^n(A) \|_n \simeq \| A \| \). Unfortunately, we cannot write down the “full” HIT with infinitely many constructors.

2. Van Doorn has constructed \( \| A \| \) as a non-recursive HIT [6]. The idea is, from my point of view, that we can simply take \( H^0(A) \), i.e. drop all but the first two constructors, and make up for this by iterating \( H^0 \) infinitely often. This can be expressed as a colimit over a graph and is thus internal. A shortcoming is that this construction is not well-behaved if the iteration is done only finitely many times; as an example, already \( H^0(1) \) is hard to visualise. In particular, \( \| H^n(\ldots(H^0(A))\ldots) \|_n \) is nearly never equivalent to \( \| A \| \).

3. My construction in [4] is an attempt to internalise an idea of [3]. At the same time, it looks similar to van Doorn’s construction in that it is the colimit of a sequence. The difference is that van Doorn’s construction forces everything to become equal in each step (which is much more than necessary), while mine only forces everything in some higher path space to become equal, depending on which step we are at. This results in a sequence of actual approximations of \( \| A \| \), in the sense that the “connectedness level” increases in every step. The condition of the derived elimination principle is easier to satisfy than van Doorn’s, from which we get a concrete consequence for the finite cases in [6]. It allows the formulation of an elimination principle for \( k \)-truncations into \( n \)-types, generalising the main result of [2].
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The discovery of Russell’s and Curry’s Paradoxes inhibited mainstream research from exploring self-referential and inclusive Foundational Theories. The very concept of type was introduced precisely to disallow self-application, thus preventing itself from providing a theory of everything. In the last century, however, there have been isolated attempts to put forward some inclusive set theories. In 1952 Frederic B. Fitch [1] introduced a consistent Set-Theory, which compensates the effects of un-constrained abstraction by restricting the class of proofs. He introduced two possible restrictions which are rather idiosyncratic and too restrictive1. It was not until Prawitz [7] gave a natural deduction presentation of Fitch’s Theory, that a principled restriction on proofs was introduced, namely that the proof be normal.

Apart from this restriction on proofs, Fitch-Prawitz Set Theory, FP, is a standard first order theory with classical negation. Sets, i.e. abstractions, are introduced and eliminated in the natural way, and equality is expressed by Leibniz equality. The crucial rules are:

I) \( A[t/x] \) \( \bar{t} \in \lambda x.A \)

E) \( t \in \lambda x.A \)

\( \lambda \) \( \frac{\lambda \in \lambda \lambda x.A}{\lambda \in \lambda \lambda x.A} \)

\( \vdash \) \( \quad \frac{\bot}{\lambda \in \lambda \lambda x.A} \)

FP is provably consistent almost by definition. Since there is no introduction rule for \( \bot \), it cannot be derived by a normal proof. Thus even if Russell’s class, \( R \equiv \lambda x . x \notin x \), can be defined, Russell’s Paradox does not fire since the proof of contradiction is not normalizable and hence not valid. Tertium non datur holds but Aristotle’s non-contradiction principle fails in that both \( \vdash_{FP} R \in R \) and \( \vdash_{FP} R \notin R \) are derivable. FP subsumes higher-order logic for all orders. A considerable part of the theory of real numbers can be developed in FP, although standard rules such as modus ponens or extensionality are not admissible.

The root reason for Russell’s paradox is not extensionality or tertium non datur. Curry’s paradox holds also in Minimal Logic with no use of extensionality. The two catastrophic ingredients are unrestricted contraction or unrestricted proofs. We get consistent theories when any of the two are guarded. Grishin [4] showed that extensionality implies contraction, but Girard in [3] showed that Light Linear Logic’s contraction yields a perfectly sensible, albeit weak Set-Theory. FP rules out contradictions by not allowing to introduce \( \bot \) by brute force.

We discuss Fitch-Prawitz Set Theory per se, and give a Fixed Point Theorem whereby one can show that all provably total recursive functions are typable in FP.

Universal Set Theories which support extensionality have been occasionally introduced in the literature. One of the most inclusive is the Theory of Hyperuniverses, see [2]. Consistency is achieved by restricting the class of predicates which are allowed in the \( \lambda \)-abstraction rules, to generalized positive formulae. These are defined as follows:

\footnote{A first version of this work was presented at C.O.M.F.O.R.T. 2015 - Workshop in honor of Marco Forti, Pisa, 22/05/2015.}

\footnote{Fitch simple restriction does not validate \( A \rightarrow (B \rightarrow ((A \land B) \rightarrow C) \rightarrow C) \), while special restriction does not permit \( (P \rightarrow (P \rightarrow Q)) \rightarrow Q \) or \( ((A \rightarrow (A \rightarrow B) \rightarrow B) \rightarrow A) \rightarrow A \).}
Definition 1 (Generalized Positive Formulae). The Generalized Positive Formulae are the smallest class of formulæ which

- include \( x \in y, x = y \);
- are closed under the logical connectives \( \land, \lor \);
- are closed under the quantifiers \( \forall x, \exists x, \forall x \in y, \exists x \in y \);
- are closed under the formula \( \forall x.(\theta \to \phi) \), where \( \phi \) is a GPF and \( FV(\theta) = \{ x \} \).

We provide an intriguing connection between FP and the Theory of Hyperuniverses. Namely we show that the strongly extensional collapse, i.e. bisimilarity quotient, of Fitch-Prawitz \( \mathcal{P} \)-coalgebra \((V, f_{FP})\), where \( V \) is the set of closed terms of FP and \( f_{FP}(t) = \{ s \mid \vdash_{FP} s \in t \} \), satisfies the astration principle for generalized positive formulæ.

Finally, we show how to encode FP in the Logical Framework LLF\(_P\) introduced in [6], using monadic locks. This work appears in [5]. LLF\(_P\) is an extension of the Logical Framework LF which allows for delegating to an external tool the task of checking that a proof-term satisfies a given constraint. In the case of FP the constraint is that the proof term encodes a normalizable proof. This is, in fact, a slight generalization of the original system of Prawitz which allows for a semi-decidable notion of proof. The added value of using LLF\(_P\) w.r.t. traditional LF is that the encoding can be shallower and hence more transparent. Taking \( o \) as the type of propositions and \( e \) as the type of terms, the encoding requires to introduce two judgements, namely valid \((V:o\rightarrow\text{Type})\) and true \((T:o\rightarrow\text{Type})\). Only valid judgements can be assumed but only true judgements can be proved, whence a weaker form of \( \to \)-elimination can be expressed. For instance, if we consider the fragment of Fitch Prawitz Set Theory with \( \to \) and the “membership” predicate \( e \) as the constructors for propositions, we can introduce in the signature \( \Sigma_{FPST} \) the following constants:

\[
\begin{align*}
\text{lam}: (i:o)\rightarrow i & \quad \epsilon: i \rightarrow \epsilon \\
\vdash_{\text{I}} & : \Pi(\epsilon\rightarrow o).\Pi x.t.\text{T}(\epsilon x) \rightarrow \text{T}(\epsilon x) (\text{lam} A) \\
\vdash_{\text{E}} & : \Pi(\epsilon:o).\Pi x.t.\text{T}(\epsilon x) \rightarrow \text{T}(A) \rightarrow (\text{lam} A) \\
\vdash_{\delta} & : \Pi(\epsilon:o).\text{T}(\epsilon) \rightarrow (\lambda x.(\text{lam} A))
\end{align*}
\]

where \( \text{lam} \) is the “abstraction” operator for building “sets”, \( \delta \) is the coercion function, and \( \langle x, y \rangle \) denotes the encoding of pairs. The predicate in the lock Fitch\((\Gamma \vdash_{\Sigma_{FPST}} \langle x, y \rangle;\text{T}(A) \times \text{T}(A \rightarrow B))\) holds if \( x \) and \( y \) have skeletons in \( \Delta_{\Sigma_{FPST}} \) (i.e., in the set of LLF\(_P\) terms definable using constants from the signature \( \Sigma_{FPST} \)), all the holes of which have either type \( o \) or are guarded by a \( \delta \), and hence have type \( V(A) \), and, moreover, the proof derived by combining the skeletons of \( x \) and \( y \) is normalizable in the natural sense. Clearly, this predicate is only semidecidable.
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Introduction. Introducing linear types [2] (and, in general, resource sensitive types [6]) into a type theory with dependent types has been an interesting but difficult topic. One of the most difficult issues is whether to allow types to depend on linear variables. For instance, for $f : A \to A$, the equality type $Eq_A(f \, x, \, x)$ depends on the linear variable $x$ of type $A$. In all of the existing research so far (see, for example, [1, 3, 5]), types are only allowed to depend on intuitionistic variables, but not on linear variables. In this paper, we present LDTT, a dependent type theory where types may depend on linear variables.

LDTT: a Linear Dependent Type Theory. A context in LDTT may contain two forms of entries: the usual (intuitionistic) entries $x:A$, and the linear ones $y::A$, where $y$ is called a linear variable. For any term $t$, $FV(t)$ is the set of free variables occurring in $t$ and, for any context $\Gamma$, if $FV(t) \subseteq FV(\Gamma)$, then $D_T(t)$ is the set of dependent variables of $t$ w.r.t. $\Gamma$, defined as follows: (1) $FV(t) \subseteq D_T(t)$, and (2) for any $x \in D_T(t)$, $FV(\Gamma_x) \subseteq D_T(t)$. In LDTT, we have the following variable typing rule:

$$
\frac{\Gamma, \, x:A, \, \Gamma' \text{ valid} \quad \text{(for all } y::\Gamma_y \in \Gamma, \, y \in D_T(x) \text{)}}{\Gamma, \, x:A, \, \Gamma' \vdash x : A} \quad \text{(i) } \tau \in \{;,:\}
$$

where ‘$\Gamma'$ intuitionistic’ means that $\Gamma'$ does not contain any linear entries.

We have two forms of $\Pi$-types: the intuitionistic $\Pi x:A.B$ and linear $\Pi x::A.B$, whose rules are given in Figure 1. For both, the formation and introduction rules are not unusual, although their elimination rules need some explanations. For intuitionistic $\Pi$-types, in order to type $f(a)$ under context $\Gamma$, $a$ is required to be typable in $\Gamma$, the intuitionistic part of $\Gamma$, obtained from $\Gamma$ by removing all the entries whose variables are in $FV_{LD}(\Gamma)$, the set of linear dependent variables in $\Gamma$.1 The elimination rule for linear $\Pi$-types involves the operation $\text{Merge}(\Gamma; \Delta)$, which is only defined, notation $\text{Merge}(\Gamma; \Delta) \downarrow$, if $\Gamma \equiv \Delta$ and $FV_{LD}(\Gamma) \cap FV_{LD}(\Delta) = \emptyset$: (1) $\text{Merge}(\Gamma; \emptyset) = \emptyset$; (2) If $x \in FV_{LD}(\Gamma, \Delta)$, $\text{Merge}(\Gamma, x:A; \Delta) = \text{Merge}(\Delta; x:A) = \text{Merge}(\Gamma; \Delta, x:A)$, where $\triangle$ is either : or ::; and (3) $\text{Merge}(\Gamma, x:A; \Delta, x:A) = \text{Merge}(\Gamma; \Delta, x:A)$.

LDTT also contains equality types $Eq_A(a,b)$, whose rules are given in Figure 2. The Eq-formation rule involves another context merge operation $\text{merge}(\Gamma; \Delta)$, which is only defined, notation $\text{merge}(\Gamma; \Delta) \downarrow$, under the condition that, if $x:A \in \Gamma$ and $x:B \in \Delta$, then (1) $\tau$ is either both : or both :: and (2) $\Gamma \equiv B$: (1) $\text{merge}(\Gamma; \emptyset) = \emptyset$, and (2) for $\tau$ being either : or ::, $\text{merge}(\Gamma; x:A; \Delta)$ is equal to (i) $\text{merge}(\Gamma; \Delta)$, if $x \in FV(\Gamma)$, and (ii) $\text{merge}(\Gamma, x:A; \Delta)$, otherwise. Its elimination rule involves the $\text{Merge}$-operation defined earlier.

In linear logic, every linear variable occurs free for exactly once in a typed term. In LDTT, every linear variable occurs essentially for exactly once in a typed term – a property we call

---

1 Partially supported by EU COST Action CA15123 and CAS/SWARA International Partnership Program.

2 Formally, $FV_{LD}(\Gamma)$ is defined as follows: (1) $FV_{LD}(\emptyset) = \emptyset$; (2) $FV_{LD}(\Gamma, x:A) = FV_{LD}(\Gamma) \cup \{x\}$; (3) if $FV(A) \cap FV_{LD}(\Gamma) = \emptyset$, then $FV_{LD}(\Gamma, x:A) = FV_{LD}(\Gamma)$; otherwise, $FV_{LD}(\Gamma, x:A) = FV_{LD}(\Gamma) \cup \{x\}$. 
weak linearity. More precisely, for $\Gamma \vdash a : A$, the multiset of variables essentially occurring in $a$ under $\Gamma$, $E_\Gamma(a)$, is defined by induction on derivations (we omit the part of the definition for Eq-types): (1) for (V) above, $E_\Gamma, x:\tau A, \Gamma(x) = D_\Gamma, x:\tau A, \Gamma(x)$; (2) for the $\lambda$-typing rules, $E_\Gamma(\lambda x : A. b) = E_\Gamma, x:\tau A(b)[x]$, where $\tau \in \{\cdot, \cdot\}$; (3) for intuitionistic applications, $E_\Gamma(f(a)) = E_\Gamma(f) \cup E_\Gamma(a)$; (4) for linear applications, $E_{\text{merge}}(\Gamma; \Delta)(f a) = E_\Gamma(f) \cup E_\Delta(a)$.

Theorem (weak linearity) If $\Gamma \vdash a : A$ and $x : \Gamma x \in \Gamma$, then $x \in E_\Gamma(a)$ only once.

Implementation and future work. We have implemented a prototype of the type checking algorithm for LDTT, which includes the rules in Figures 1 and 2. The code can be found at https://github.com/yveszhang/ldtyping.

LDTT as presented shows a way to introduce types that may depend on linear variables. Future work includes the study of extensions to other type constructors. Dependent types were introduced into the Lambek calculus in [4] and it would be interesting to see how our work above can be incorporated to allow type dependency on Lambek variables.

References

On Unification of Lambda Terms

Giulio Manzonetto\textsuperscript{1}
Andrew Polonsky\textsuperscript{2}

\textsuperscript{1} Université Paris 13, Laboratoire LIPN, CNRS UMR 7030, France
\textsuperscript{2} Université Paris Diderot, Laboratoire IRIF, CNRS UMR 8243, France

We propose a unification algorithm for the type-free lambda calculus. As an intermediate step in this development, we are led to the following question:

\textbf{What does it mean to unify untyped higher-order terms?}

As an illustrative example, consider the observation, due to Visser, that $\Omega$ is the only $\lambda$-term which reduces to itself in a single step (up to a redex-free context around it). Wlog, we may assume that the redex is at the root; then any term $M$ with this property must be a solution to a “unification equation”

\begin{equation}
M = (\lambda v. X) Y = X[ Y/ v] \tag{1}
\end{equation}

where $X, Y$ are meta-variables for terms.

(Here and henceforth, “$=$” denotes syntactic $\alpha$-equality.)

Note that $X = X(v)$ is a higher-order meta-variable — but it is not a “context”, because it can have more than one hole.

We may pursue to solve (1) analogously to the usual unification process. Since the substitution result $X[ Y/ v]$ is an application, we have two possibilities for $X = X(v)$:

\begin{align*}
X(v) &= \begin{cases}
    v & \text{(A)} \\
    X_1(v)X_2(v) & \text{(B)}
\end{cases}
\end{align*}

Case (A), together with (1), yields $(\lambda v.X) Y = X(Y) = Y$, contradicting finiteness of $M$. (Although, the infinite term $Y = (\lambda v.v) Y$ is a solution of (1), and it is indeed a 1-cycle in the infinitary lambda calculus.)

So (A) is ruled out. Rewriting (1) using (B), we obtain

\begin{align*}
(\lambda v.X_1(v)X_2(v)) Y &= (\lambda v.X) Y = X[ Y/ v] = X_1(Y)X_2(Y) \\
X_1(Y) &= \lambda v.X_1(v)X_2(v) \tag{2} \\
X_2(Y) &= Y \tag{3}
\end{align*}

Next, we can “destruct” $X_1$ according to (2), obtaining two possibilities ($X_1(v) = v$ and $X_1(v) = \lambda v'.X_{10}(v, v')$), eliminate one, rewrite the other back
into (2), and so forth. Proceeding in this manner, we shall eventually find
that the only solution is $M = (\lambda x.x x)(\lambda x.x x)$. (See [2] for other examples.)

In a similar manner, we can enumerate all terms with a specified “subterm
pattern”, given by a set of unification constraints. Such an algorithm could
be used to enumerate all terms with a particular redex structure (for example,
in order to analyze possible standardard reductions of shape $N x \rightarrow x(N x)$).

It may not be obvious that the above process should always terminate —
unlike the case of first-order unification, substituting a meta-variable does
not completely eliminate it. Each iteration develops the root symbol only,
and may yet introduce new meta-variables, occurring deeper and more often
(while substitution proliferates and rearranges existing ones).

Nevertheless, we prove that the above algorithm does terminate, and yields
a set of most general solutions. (There are in general many of them.)

At first, our claim appears to contradict the common wisdom that “higher-
order unification is undecidable” [1]. Doesn’t it?

First of all, notice that we are working in an untyped setting, whereas
higher-order unification is usually considered for simple types. While this
does not seem to help much, it may perhaps explain the second difference,
which is that we do not contract the beta redexes.

Indeed, from the perspective of equational logic, unification is a purely
syntactic operation, and is not expected to take into consideration the whole
set of axioms a given theory might have.

The lambda calculus is a theory of terms built up with a binary first-order
operation and a unary higher-order operation; the beta-rule is merely an
axiom of this theory. Generalizing to other higher-order signatures, with
perhaps different rewrite rules, one could scarcely hope the generic “unifica-
tion algorithm” to subsume all their possible equations.

So we do not solve full second-order unification. At the same time, the
higher-order meta variables are not inert, either. In a sense, the substitu-
tions being performed at every step are morally contractions of beta-redexes
introduced by the algorithm implicitly.

Finally, this approach does not seem to fall under context unification either,
since the occurrence of “holes” can be multiple and unbounded.

In the original spirit of the Types meetings, we hope that our presentation
may elicit suggestions from the audience toward how our result relates to the
well-known unification paradigms.
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This work is about an analysis of an advanced aspect of the inhabitation problem in simply-typed \(\lambda\)-calculus by way of a \(\lambda\)-calculus notation for proof search in minimal implicational logic, introduced in joint work with José Espírito Santo and Luís Pinto [1] (see also the revised and extended version [2]). By proofs in minimal implicational logic we understand \(\eta\)-long \(\beta\)-normal \(\lambda\)-terms that are well-typed according to the rules of simply-typed \(\lambda\)-calculus. One has to treat the general case of terms with open assumptions: a sequent \(\Gamma \Rightarrow A\) with a finite set \(\Gamma\) of declarations \(x_i : A_i\), where the \(x_i\) are variables of \(\lambda\)-calculus. This fits with the typing relation of \(\lambda\)-calculus but, viewed from the logical side, presents the particularity of named hypotheses. The total discharge convention that plays a role in the paper by Takahashi et al [5] goes into the opposite direction and considers \(\lambda\)-terms where there is only one term variable per type. In the joint work of the author, cited above, no total discharge convention is needed for obtaining a finitary description of the whole solution space \(S(\sigma)\) for a given sequent \(\sigma\). The solution space \(S(\sigma)\) itself is a coinductive expression formed from the grammar of \(\beta\)-normal forms of \(\lambda\)-calculus and an operator for finite sums expressing proof alternatives. Its potential infinity reflects the \(a \text{ priori}\) unlimited depth of proof search and serves the specification of proof search problems. For simply-typed \(\lambda\)-calculus, the subformula property allows to describe the solution spaces finitely. This may be seen as a coinductive extension of work done already by Ben-Yelles in his 1979 PhD thesis with a very concrete \(\lambda\)-calculus approach and by Takahashi et al [5] by using formal grammar theory (but the latter need the total discharge convention for reaching finiteness). The announced \(\lambda\)-calculus notation for proof search is thus [1, 2]:

\[
N ::= \lambda x^A.N \mid \text{gfp } X^\sigma.E_1 + \cdots + E_n \mid X^\sigma
\]

where \(X\) is assumed to range over a countably infinite set of fixpoint variables, and the sequents \(\sigma\) are supposed to be atomic, i.e., with atomic conclusion. A fixpoint variable may occur with different sequents in a term, but only \textit{well-bound} terms are generated when building a finitary representation of \(S(\sigma)\), and only well-bound terms are given a semantics. In essence, a term is well-bound if the fixed-point operator \text{gfp} with \(X^\sigma\) only binds free occurrences of \(X^\sigma\) where the \(\sigma'\) are inessential extensions of \(\sigma\) in the sense that they have the same conclusion and maybe more bindings, but only with types/formulas that already have a binding in \(\sigma\). The main result is that there is a term \(F(\sigma)\) without free fixpoint variables (called \textit{closed} term) whose semantics is (modulo a notion of bisimilarity that considers the sums of alternatives as sets) \(S(\sigma)\) [1].

In subsequent work, based on this framework, the same authors studied (among other questions) a decision algorithm for the problem “given a type \(A\), is there only a finite number of \(\beta\)-normal \(\eta\)-long inhabitants of type \(A\) in simply-typed \(\lambda\)-calculus?” [3] (with only a few more references, unfortunately missing out the work by Zaionc, e.g., with David, and with comments on PSPACE-completeness). While in that work, the only quantitative information

\(\ast\)This work was financed by the project Climt, ANR-11-BS02-016, of the French Agence Nationale de la Recherche.
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that is studied concerns the number of such inhabitants (which would often be smaller under the total discharge convention), the present work refines the analysis of the decision procedure with quantitative information on the depth (height ignoring \( \lambda \)-abstractions, as defined in Hindley’s book [4], but a similar notion where variables are assigned value 1 instead of 0 is called height—of Böhm trees—by Takahashi et al [5]).

A measure \( \delta \) on the terms involving fixpoint variables is defined analogously to depth and height, by ignoring \( \lambda \)-abstractions and by maximizing over sums of elimination alternatives and over arguments (even as in the height definition), but an application is reduced to 0 if any argument has measure 0. And a fixpoint variable counts 1. One can show that for any term \( T \), \( \delta(T) = 0 \) iff a decidable predicate of \( T \) holds that, for closed terms, is known to characterize the absence of inhabitants [3]. Another result of that previous work characterizes by a predicate \( \mathbf{FF} \) the closed terms that have only finitely many inhabitants (to be more precise, the characterizations, applied to terms of the form \( F(\sigma) \), have this form, but they need to specify the general situation of not necessarily closed \( T \)). The latter result is refined in the present work by bounding the depth of all inhabitants to strictly below \( \delta(F(\sigma)) \) in case \( \mathbf{FF}(F(\sigma)) \)—again, a statement for all \( T \) had to be found. This result is always informative since—as can be shown—for all closed \( T \), \( \mathbf{FF}(T) \) implies \( \delta(T) < \infty \).

Ben-Yelles proved the stretching lemma (see Hindley’s book [4, 8D2]) saying that if there is an \( \eta \)-long \( \beta \)-normal inhabitant of type \( A \) of depth at least the number \( n \) of atoms occurring in \( A \), then there are infinitely many such inhabitants. Turning it around, if there are only finitely many inhabitants, then all inhabitants have depth strictly less than \( n \). By the result above, an alternative proof of the stretching lemma would be obtained by showing that \( \delta(F(\sigma)) \leq n \), with \( \sigma \) the sequent that asks for \( A \) in the empty context, under the proviso \( \mathbf{FF}(F(\sigma)) \).

Currently, only the case \( n = 1 \)—called the monatomic case [4]—has been solved by the author in this manner. Apart from the trivial cases of an isolated atom (no inhabitant) or an implication without any nesting (\( \delta = 1 \)), at least one composite hypothesis appears. In this case, \( \mathbf{FF}(F(\sigma)) \) implies \( \delta(F(\sigma)) = 0 \). The proof needs to be more informative in refuting the condition in case any of the appearing hypotheses is the atom alone. And it needs to be more general in speaking also about terms appearing in the construction process for \( F(\sigma) \); it then goes by induction on the term structure (with provisos since the statement is even false for fixpoint variables alone).

The advantage of the proposed method (as is the case already of the cited work it is refining) is that most arguments are by recursion on structure, in particular on the expressions of the \( \lambda \)-calculus for proof search. Hopefully, the full stretching lemma will be obtained following the same path.
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The dependent sum type of Martin-Löf’s type theory provides a strong existential elimination, which allows to prove the full axiom of choice. The proof is simple and constructive:

\[\text{AC}_A := \lambda H. (\lambda x. \text{wit}(Hx), \lambda x. \text{prf}(Hx))\]
\[\forall x^A \exists y^B P(x, y) \rightarrow \exists f^{A \rightarrow B} \forall x^A P(x, f(x))\]

where \(\text{wit}\) and \(\text{prf}\) are the first and second projections of a strong existential quantifier.

We present here a proof system which provides a proof-as-program interpretation of classical arithmetic with dependent choice, together with a computational reduction of this calculus to an intuitionistic one by means of a continuation-and-state-passing style translation. This system is a sequent-calculus version of Herbelin’s \(dPA^\omega\) calculus [5], who proposed a way of scaling up Martin-Löf proof to classical logic. The main ideas are first to restrict the dependent sum type to a fragment of the calculus to make it computationally compatible with classical logic, second to represent a countable universal quantification as an infinite conjunction. This allows to internalize into a formal system the realizability approach [2, 4] as a direct proof-as-programs interpretation.

Informally, let us imagine that given \(H : \forall x^A \exists y^B P(x, y)\), we have the ability of creating an infinite term \(H_\infty = (H_0, H_1, \ldots, H_n, \ldots)\) and select its \(n^{th}\)-element with some function \(n^\text{th}\). Then one might wish that

\[\lambda H. (\lambda n. \text{wit}(n H_\infty), \lambda n. \text{prf}(n H_\infty))\]

could stand for a proof for \(\text{AC}_\infty\). However, even if we were effectively able to build such a term, \(H_\infty\) might contain some classical proof. Therefore two copies of \(H_n\) might end up being different according to their context in which they are executed, and then return two different witnesses. This problem could be fixed by using a shared version of \(H_\infty\), say

\[\lambda H. \text{let } a = H_\infty \text{ in } (\lambda n. \text{wit}(n a), \lambda n. \text{prf}(n a))\].

It only remains to formalize the intuition of \(H_\infty\). We do this by a stream \(\text{cofix}^0_{\text{let}}(Hn, f(S(n)))\) iterated on \(f\) with parameter \(n\), starting with \(0\):

\[\text{AC}_{\infty} := \lambda H. \text{let } a = \text{cofix}^0_{\text{let}}(Hn, f(S(n))) \text{ in } (\lambda n. \text{wit}(n a), \lambda n. \text{prf}(n a))\].

Whereas the stream is, at level of formulæ, an inhabitant of a coinductively defined infinite conjunction \(\forall_{\infty} (\exists P(0, y) \land X(n + 1))\), we cannot afford to pre-evaluate each of its components, and thus have to use a \textit{lazy} call-by-value evaluation discipline. However, it still might be responsible for some non-terminating reductions.

We intend to tackle the problem by progressively reducing the consistency of our system to the normalization of Girard-Reynold’s system F. However, the sharing forces us to design a state-passing
style translation, whose small-step behaviour is quite far from the sharing strategy in natural deduction. Besides, in order to get a proof of normalization through such a translation, we also need to guarantee some typing properties in the source language and along the translation.

We presented a preliminary version of this work at TYPES 2015, where, as a first step, we managed to develop a sequent-calculus version of $dPA^n$, adapting the call-by-need version of the $\lambda\mu\tilde{\mu}$-calculus designed by Ariola et al. [1]. Incidentally, we had to ensure its compatibility with dependent types, since the $\lambda\mu\tilde{\mu}$-calculus [3] does not allow it directly. This led us to a type system annotated with a dependencies list, and made us add delimited continuations to our language. Indeed, if we consider the case of a proof $\lambda a. p : [a : A] \rightarrow B$ cut with a context $q \cdot e$ where $q : A$ and $e : B[q]^\mu$, it usually reduces to the command $\langle q \mid \tilde{\mu}a. \langle p \mid e \rangle \rangle$ where $p : B[a]$ and $e : B[q]^\mu$ are of incompatible types. While a annotation (to link $a$ and $q$) on the type system can solve this, there is no hope that a direct continuation-passing style translation could be well-typed. Thus we introduced delimited continuations to turn it into a command $\langle \mu\tilde{\Phi}.q \mid \tilde{\mu}a. \langle p \mid \tilde{\Phi} \rangle \rangle \mid e \rangle$ where $p$ will not be cut with $e$ until $a$ is replaced by $q$.

The work is still in progress and in this talk, we propose to focus on the second step, that is the design of a continuation-and-state-passing style translation that is correct with respect to types and computation. As in [1], we benefited from Danvy’s methodology of semantic artifacts. We first derive a small-step reduction system, to obtain a context-free abstract machine in which at each step a decision over a command $\langle p \mid e \rangle$ can be made by examining either the proof $p$ or the context $e$ in isolation. To do so, we separate the reductions rule in two different layers, which intuitively correspond to the call-by-value and store-management for the first one, and to the core computations for the second one.

This small-step system almost gives us directly a state-passing style translation. The remaining difficulty is to type the store in the target language, which is a quite subtle problem due to the fact that the store can be expanded in a non-linear way when unfolding a $\text{cofix}$. It is our hope that we could use the second-order quantification of system F to encode the store and its expansion, which would provide us with a proof of equiconsistency between classical arithmetic with dependent choice and system F.

Surprisingly, it turns out that our construction does not require any use of dependent choice at the meta-level. If some previous works [2, 6] succeeded in giving a computational content to the axioms of dependent choice or bar induction, this is to the best of our knowledge the first one that does not need any meta-use of one of these axioms.
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Introduction  Mizar [1, 3] is in a way both typed and untyped. In a foundational sense, Mizar is based on untyped set theory. The set-theoretical world initially consists of many objects of “just one type”. However, the objects can have various properties (e.g., number, ordinal number, complex number, Conway number, relation, function, complex function, complex matrix), however none of them is considered to be of “foundational importance”, and all these properties are treated as equal “adjectives” or “attributes”, which are semantically just (dependent) predicates.

Typically, mathematicians are interested only in some particular properties of the objects, and fluently shift and focus between them, and take some of them as granted in various contexts. Thus, the set of natural numbers can once be treated as a measurable cardinal, another time as a subset of real (and thus “obviously” complex) numbers. A group can simultaneously be a subgroup of other groups. The Mizar “typing” mechanisms are concerned with providing such fluid and “obvious” treatment of the concepts, once the particular relations have been established in the underlying logic. This is especially important in large mathematical theories, where complicated and unpredictable hierarchies (ontologies) between the defined concepts arise, and it is often impossible to pre-design a “perfect type system” between the objects, that would specify upfront all the disjointness, inclusion, and other relations. An important part of the Mizar typing mechanisms is thus dynamic type change.

There have been numerous attempts to reconstruct elements of this type system in order to translate the mathematical data encoded in the Mizar language into other common mathematical data exchange formats like OMDoc [4], other proof assistants like HOL Light [6] or Isabelle [5]. The soft-typing mechanisms of Mizar have been actively used in MML already before 1990, i.e., before languages like Haskell started to be developed and provided motivation for the recent soft-typing (“type-class”) mechanisms in systems like Coq and Isabelle. A particular advantage of the soft-typing approach is its straightforward translation to first-order ATP formats. This enabled the first encouraging ATP experiments over the whole Mizar library [8], leading to the expansion of hammer-style ITP methods in the last decade.

Types, modes, attributes and adjectives  When any variable is introduced in Mizar, its type must be given. And for any term, the verifier computes its unique type. Types are then used in quantified and qualifying formulas, for parsing, semantic analysis, overloading resolution, and inferring object properties. Simple types in Mizar are constructed using modes and the constructors of adjectives are called attributes. Mizar supports two kinds of mode definitions: modes defined as a collection (called a cluster) of adjectives associated with an already defined radix type to which they may be applied, called expandable modes, and modes that define a type with an explicit definiens that must be fulfilled for an object to have that type. One of the features of the Mizar type system is that the types must be non-empty, i.e. there must exist at least one object of a given type. This restriction is introduced to guarantee that the formalized theory always has some denotation. Mode definitions thus require a proof of that fact stated in the form of the existence condition. The mother type in a mode definition is used to specify the direct predecessor of the defined mode in the tree of Mizar types (representing the type widening relation). The type constructed with the new mode widens to its mother type. The widening relation also takes into account the adjectives that come with types, i.e. the type with a shorter list of (comparable) adjectives is considered to be wider. Mizar types

* The authors are supported by COST Action CA15123. J. Urban was funded by ERC project 649043 – AI4REASON.
are dependent. They can have an empty list of arguments, but most commonly they have explicit and/or implicit arguments. Adjectives can also be expressed with their own visible arguments, e.g., n-dimensional, or X-valued.

Type Change Mechanisms Types of mathematical objects defined in the Mizar library form a sup-semilattice with widening (subtyping) relation as the order [2]. There are two hierarchies of types: the main one based on the type set, and the other based on the notion of structure. The most general type in Mizar (to which both sets and structures widen) is called object. Structures in Mizar can be used to model mathematical notions like groups, topological spaces, categories, etc. which are usually represented as tuples. Mizar supports multiple inheritance of structures that makes a whole hierarchy of interrelated structures available in the Mizar library, with the 1-sorted structure being the common ancestor of almost all other structures. An important extension of the Mizar structure system is the possibility to define structures parameterized by arbitrary sets, or other structures.

The effective (semantic) type of a given Mizar term is determined by a number of factors - most importantly, by the available (imported from the library or introduced earlier in the same formalization) redefinitions and adjective registrations. Redefinitions are used to change the definiens or type for some constructor if such a change is provable with possibly more specific arguments. Depending on the kind of the redefined constructor and the redefined part, each redefinition induces a corresponding correctness condition that guarantees that the new definition is compatible with the old one. In the Mizar language, the common name registration refers to several kinds of Mizar features connected with automatic processing of the type information based on adjectives [7]. Grouping adjectives in so called clusters (hence the keyword cluster used in their syntax) enables automation of some type inference rules. Existential registrations are used to secure the nonemptiness of Mizar types. The dependencies of adjectives recorded as conditional registrations are used automatically by the Mizar verifier.

Sometimes, for syntactic (identification) purposes, e.g. to force the system use one of a number of matching redefinitions, the type of a term can be explicitly qualified to one which is less specific, e.g. 1 qua real number whereas in standard environments the constant has the type natural number and then appropriate (more specific) definitions apply to it. The reconsider statement forces the system to treat any given term as if its type was the one stated (with extra justification provided), e.g. reconsider R as Field whereas the actual type of the variable R might be Ring. It is usually used if a particular type is required by some construct (e.g. definitional expansion) and the fact that a term has this type requires extra reasoning after the term is introduced in a proof.
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\(\beta\) reduction without rule \(\xi\)

Masahiko Sato and Randy Pollack

It is well known that, for \(\beta\) reduction of pure \(\lambda\) terms, the \(\xi\) rule is invertible:

\[\lambda x.s \xrightarrow{\beta} \lambda x.t \implies s \xrightarrow{\beta} t\]

With this observation we give a de Bruijn-like representation of pure \(\lambda\) terms, and rules for \(\beta\) reduction in this representation that need no rule \(\xi\) because rule \(\xi\) is admissible. This work has been formalized in Isabelle/HOL and proved adequate w.r.t. nominal Isabelle.

Fix a countable set of names, ranged over by \(x\), \(y\). Let \(i, j, m, n\) range over natural numbers.

The raw syntax of preterms is

\[\text{pt ::= } X_n x \mid J_n j \mid (MN)_n\]

Preterms are ranged over by \(M, N, P, Q\), and indexed by their \textit{height}, \(n\) (write \(hgt M\)). There is a notion of \textit{well formedness} of preterms, \(W\), defined inductively by

\[
\begin{align*}
W X_n x & \quad i < n \\
W J_n i & \quad W M \ W N \quad n \leq hgt M \quad n \leq hgt N \\
W (MN)_n & \quad W M \ W N
\end{align*}
\]

If \(WM\) we call \(M\) a \textit{term}, and write \(W_n M\) to mean \(W M\) and \(n \leq hgt M\). The height of a term shows how many bindings it implicitly sits under.

We can define abstraction as a function on preterms:

\[
\begin{align*}
\text{lam}_x(X_n y) & := \text{if } x = y \text{ then } J_n +1 0 \text{ else } X_{n+1} y \\
\text{lam}_x(J_n j) & := J_{n+1}(j+1) \\
\text{lam}_x((MN)_n) & := (\text{lam}_x(M) \text{ lam}_x(N))_{n+1}
\end{align*}
\]

Abstraction preserves well formedness and raises height by one.

\[W_n M \implies W_{n+1} \text{ lam}_x(M)\]

Conversely, every term with height a successor is an abstraction. We use \(A, B\) as metavariables over abstractions.

The intended interpretation of preterms is given by the relation

\[x \sim X_0 x \quad \frac{t_1 \sim M_1 \quad t_2 \sim M_2}{(t_1 t_2) \sim (M_1 M_2)_0} \quad \frac{t \sim M}{\lambda x.t \sim \text{ lam}_x(M)}\]

which is an isomorphism between conventional \(\lambda\) terms (e.g. nominal terms) and terms of our formal language.

To define instantiation we first introduce a lifting function

\[
\begin{align*}
(X_n y)^\dagger & := X_{n+1} y \\
(J_n j)^\dagger & := J_{n+1}(j+1) \\
((MN)_n)^\dagger & := ((M)^\dagger (N)^\dagger)_{n+1}
\end{align*}
\]

which we iterate as: \((M)^{\dagger 0} := M\) and \((M)^{\dagger m+1} := ((M)^{\dagger m})^\dagger\).

\textit{Instantiation} is a binary function, \(M[N]\). If \(hgt M = 0\) (\(M\) is under no binders), \(M[N] = M\). Otherwise \(M[N]\) fills any holes \(J_{n+1} 0\) in \(M\) and adjusts the rest of the term:

\[
\begin{align*}
X_{n+1} y[N] := X_n y \\
J_{n+1} 0[N] := (N)^{\dagger n} \\
(M P)_{n+1}[N] := (M[N] P[N])_{n+1} \\
J_{n+1}(j+1)[N] := J_n j
\end{align*}
\]
\(\beta\) reduction without rule \(\xi\)

Masahiko Sato and Randy Pollack

Instantiation preserves well formedness and lowers height by one:

\[\mathcal{W}_{n+1} M \land \mathcal{W} N \implies \mathcal{W}_n M[N]\]

Using abstraction we have a natural definition of \(\beta\) reduction:

\[
\begin{array}{c|c|c|c|c}
M \quad M' \\
\hline
\mathcal{W} M \\
\hline
\mathcal{W} N \\
\hline
\beta \rightarrow \\
\hline
\mathcal{W} (\lambda x (M) N) \rightarrow (\lambda x (M))[N]
\end{array}
\]

Any preterm that participates in this relation is well-formed. This relation is correct w.r.t. the meaning of preterms given above, but still contains an invertible \(\xi\) rule. To define an equivalent relation with no \(\xi\) rule we need to define generalized lifting, \((M)^\#\):

\[
(X_n y)^{\#} := X_{n+1} y \quad (J_n j)^{\#} := \begin{cases}
J_{n+1} j & (j < i) \\
J_{n+1} (j+1) & (j \geq i)
\end{cases}
\]

which we iterate as \((M)^{\#0} := M\) and \((M)^{\#m+1} := ((M)^{\#m})^{\#}\). As with instantiation, generalized instantiation, \((M)[N]^i\), leaves terms \(M\) of height 0 unchanged, and updates abstractions:

\[
(X_{n+1} y)[J_n i][M]^i := X_n y \quad (J_n i)[M]^i := ((P Q)_{n+1})[M]^i := ((P)[M]^i (Q)[M]^i)_n
\]

Claim the relation \(\bullet \triangleright \bullet\) defined without a \(\xi\) rule:

\[
\begin{array}{c|c|c|c|c|c|c|c}
\mathcal{W}_{n+1} A & \mathcal{W}_n N & M \triangleright M' & \mathcal{W}_n M & \mathcal{W}_n N & N \triangleright N' & \mathcal{W}_n M & \mathcal{W}_n N \\
\hline
(M N)_n \triangleright (M N')_n & (M N)_n \triangleright (M N')_n & (M N)_n \triangleright (M N')_n & (M N)_n \triangleright (M N')_n
\end{array}
\]

is equivalent to the relation \(\bullet \triangleright \bullet\) given above (and thus to the usual notion of \(\beta\) reduction).

Proof that \(M \triangleright N \implies M \rightarrow N\) goes by induction on the relation \(M \triangleright N\). Both congruence rule cases use invertibility of rule \(\xi\) for the relation \(\bullet \triangleright \bullet\). The converse direction is straightforward.

Here is Tait–Martin-Löf parallel reduction without a \(\xi\) rule.

\[
\begin{array}{c|c|c|c|c|c|c|c}
X_n y \triangleright X_n y & n \leq \text{hgt} M & M \triangleright M' & n \leq \text{hgt} N & N \triangleright N' & j < n & J_n j \ll J_{n+j} \\
\hline
(M N)_n \triangleright (M' N')_n & (A M)_n \triangleright (B)[N]_n
\end{array}
\]

This (nondeterministic) parallel reduction can be made into (deterministic) complete development by replacing the application congruence rule with

\[
\begin{array}{c|c|c|c|c|c|c|c}
\hline
n = \text{hgt} M & M \triangleright M' & n \leq \text{hgt} N & N \triangleright N' & (M N)_n \triangleright (M' N')_n
\end{array}
\]

which removes overlap with the \(\beta\) rule.

Unfortunately this approach doesn’t seem to extend to \(\beta\eta\) reduction, as rule \(\xi\) is not invertible in that case. On this point it is interesting to note that none of the reduction relations in this note can reduce the height of a term, but \(\eta\) reduction can do that.
The Dialectica Translation of Type Theory

Andrej Bauer\(^1\) and Pierre-Marie Pédrot\(^2\)

\(^1\) University of Ljubljana
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The Dialectica translation, introduced by Gödel in the eponymous journal [2] is a logical translation from intuitionistic higher-order arithmetic \(\text{HA}^\omega\) into System \(\text{T}\), a simply-typed \(\lambda\)-calculus with integers. In modern terms, one would call it a realizability interpretation, as all logical content is shifted into the meta-theory: proofs are erased into simply-typed realizers while logic is interpreted thanks to an orthogonality relation, allowing to discriminate pseudo-proofs from actual proofs. Thanks to this interpretation, one can realize two additional principles which are not provable in \(\text{HA}^\omega\), namely Markov’s principle and the independence of premise.

Contrarily to Kreisel’s modified realizability, which actually originated as a variant of Dialectica, realizers produced by the latter are not a mere computational erasure of the corresponding proof-term. Just as the Lafont-Reus-Streicher (LRS) CPS translation [3] can be synthetized back from Krivine’s realizability [5], there is a novel program translation hidden beneath Dialectica’s realizability. In a previous paper [6], the second author gave a dynamic explanation of an instance of this translation on the simply-typed \(\lambda\)-calculus by means of the Krivine machine, which showed that Dialectica gives a first-class account of two notions coming from the machine: 1. stacks, which are given a proper counter type \(\mathbb{C}(A)\) for any source type \(A\) and 2. substitution, which is present in the machine in the form of closures. While stacks are already present in the LRS translation, first-class citizenship of substitution is not usually present in program translations, except maybe for call-by-need encodings.

In a nutshell, the simply-typed translation goes as follows. To any type \(A\), it associates a witness type \(\mathbb{W}(A)\), a counter type \(\mathbb{C}(A)\) and an orthogonality relation \(\perp_A\). To a term \(\Gamma \vdash t : A\), it associates a term \(\mathbb{W}(\Gamma) \vdash t^* : \mathbb{W}(A)\) together with a family of terms \(\mathbb{W}(\Gamma) \vdash t_x : \mathbb{C}(A) \rightarrow \mathbb{M}(\mathbb{C}(X))\) for each \((x : X) \in \Gamma\), where \(\mathbb{M}(-)\) stands for the finite multiset monad. This translation is computationally sound, i.e. assuming reasonable commutation rules on the multiset monad, it preserves conversion. Its direct-style interpretation can be thought of as a mix of an instrumentation of variable accesses together with a weak form of delimited continuations. Morally, \(t_x\) does the following: execute \(t\) in the machine, and each time \(x\) is dereferenced, add the current continuation (i.e. the stack of the machine) to a global multiset which is finally returned. This effect is commutative, in so far as stacks are returned without regard of the relative order of dereferencing, as we produce a multiset rather than a list. Such a desequentialization is vital for the preservation of conversion.

In the same paper, the second author showed that this translation readily adapts to the dependently-typed case, by providing a Dialectica translation of the whole calculus of construction with universes \(\mathbb{CC}_\omega\) into \(\mathbb{CC}_\omega\) plus \(\Sigma\)-types and a computational multiset monad. This shows that Dialectica is in a certain sense more intuitionistic than LRS, which is not known to exist in a dependent setting.

While Dialectica could also be independently adapted to handle simply-typed algebraic datatypes [7], the interpretation of dependent elimination remained difficult to tackle at first sight. Nonetheless, we show that by a simple tweak inspired by a call-by-push-value decomposition, one can recover the full dependent elimination principles, hence demonstrating that the Dialectica translation was indeed genuinely intuitionistic. The main theorem is the following.
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The Dialectica Translation of Type Theory

Bauer and Pédrot

Theorem 1. Assuming reasonable commutation rules on the multiset monad, there exists a Dialectica translation from CIC into CIC + M(−) preserving typing and definitional equality.

The main difference from the CC term translation comes from the fact we have to make the counter type dependent on a witness to make the translation go through. It means that to any A : □, we associate W(A) : □ and C(A) : W(A) → □ where C(A) is indexed. This triggers a handful of adaptations. A term Γ ⊢ M : A is now translated as:

1. A term W(Γ) ⊢ M* : W(A) (as before);
2. A family of terms W(Γ) ⊢ Mx : C(A)[M*] → M χ(x)[x] for all (x : X) ∈ Γ.

Note how the type of counters produced by Mx depends on x, which is the crux of the trick. We give the translation of a few representative types to demonstrate how dependent the translation becomes.

<table>
<thead>
<tr>
<th>W(−) : □</th>
<th>C(−) : W(−) → □</th>
</tr>
</thead>
<tbody>
<tr>
<td>□</td>
<td>ΣA⁺ : □, A⁺ → □</td>
</tr>
<tr>
<td>Πx : A. B</td>
<td>Πx : W(A). Σy : W(B). C(B)[y] → M χ(x)[x]</td>
</tr>
<tr>
<td>Σx : A. B</td>
<td>Σx : W(A). W(B)</td>
</tr>
<tr>
<td>A + B</td>
<td>W(A) + W(B)</td>
</tr>
</tbody>
</table>

This provides new hindsights on the De Paiva’s linear decomposition of Dialectica [1]. Indeed, usually C(A + B) is defined as C(A) × C(B), but it turns out it is instead a pattern-matching over the corresponding witness. In a non-dependent setting, the two definitions agree, but here we need to be smarter.

The translation extends CIC with unexpected reasoning principles and can be seen as a way to expose intensional contents of the source theory. Most notably, it negates functional extensionality in a meaningful way: one can observe how a function uses its arguments, and in particular how many times, by looking at the multisets produced by its second component. This is very similar to the techniques developed in quantitative semantics [4], except that it gives access to the full expressive power of CIC and thus paves the way for the design of a type theory featuring an internal notion of complexity.
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Forcing has been introduced by Cohen to prove the independence of the Continuum Hypothesis in set theory. The main idea is to build, from a model \( M \), a new model \( M' \) for which validity is controlled by a poset of forcing conditions living in \( M \). Later, categorical ideas have been used by Lawvere and Tierney [10] to recast this construction in terms of topos of presheaves. It naturally gives rise to a proof-relevant forcing working on categories of conditions rather than simply posets.

Recent years have seen a renewal of interest for forcing, driven by Krivine’s classical realizability [7]. In this line of work, forcing is studied as a proof translation, and one seeks to understand its computational content [9, 2], through the Curry-Howard correspondence. Following these ideas, a forcing translation heavily based on the presheaf construction of Lawvere and Tierney was defined in [5] for the Calculus of Inductive Constructions (CIC). The main goal was to extend the logic behind Coq with new principles, while keeping its fundamental properties: soundness, canonicity and decidability of type-checking. This approach can be seen, following [1], as type-theoretic metaprogramming.

However, this technique suffers from coherence problems, which complicate greatly the translation. More precisely, the translation of two definitionally equal terms are not in general definitionally equal, but only propositionally equal. Rewriting terms must then be inserted inside the definition of the translation. If this is possible to perform, albeit tedious, when the forcing conditions form a poset, it becomes intractable when we want to define a forcing translation parameterized by a category of forcing conditions.

We propose a novel forcing translation for the Calculus of Constructions which avoids these coherence problems. Departing from the categorical intuitions of the presheaf construction, it takes its roots in a call-by-push-value [8] decomposition of the previous translation. Through this decomposition, the new translation is call-by-name, while the previous one one is call-by-value. This is easily seen in the translation of dependent products where the type \( \Pi x : A. B \) is interpreted at level \( p \) as \( \Pi q \leq p. \Pi x : [[A]]_q. [[B]]_q \) in call-by-value v.s. \( \Pi x : (\Pi q \leq p. [[A]]_q).[[B]]_p \) in call-by-name. Here, the argument \( x \) is boxed under a quantification over a future condition and morphism, which corresponds to the fact that it will be evaluated only when needed.

Assuming the forcing category verifies categorical laws definitionally, we get the following main result.

*Call-by-name forcing provides the first effectful translation of the Calculus of Constructions into itself which preserves definitional equality.*

The requirement on the forcing category is actually not an issue, as we can make any category abide by these definitional laws thanks to a type-theoretic Yoneda embedding.

This translation extends to inductive types by exploiting storage operators [6], an old idea of Krivine to simulate call-by-value in call-by-name in the context of classical realizability, restricting the power of dependent elimination in presence of effects. The necessity of a restriction should not be surprising and was already present in a similar work by Herbelin [4]. This is done by ensuring that dependent pattern-matchings are typed with other pattern-matchings, e.g. for the \( \Sigma \)-type elimination:
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\[ \Gamma 
\vdash M : \Sigma x : A. B \\
\Gamma, z : \Sigma x : A. B \vdash C : \Box \\
\Gamma, x : A, y : B \vdash N : C\{z := (x, y)\} \]

\[ \Gamma \vdash \text{match } M \text{ with } (x, y) \Rightarrow N : \text{match } M \text{ with } (x, y) \Rightarrow C\{z := (x, y)\} \]

The original CIC can be retrieved by adding an \(\eta\)-law on inductive types which is not preserved by the translation. Actually, the translation allows to build non-canonical inhabitants of inductive types and thus negates this \(\eta\)-law. These non-canonical inhabitants can embed effectful computations. Hence,

\textit{Call-by-name forcing provides the first version of CIC with effects.}

The nice property of preservation of definitional equality is emphasized by the implementation of a Coq plugin\(^1\) which works for any term of CIC, assuming it complies with the restricted typing rules.

By using forcing, we produced various results around homotopy type theory. We proved that functional extensionality is preserved in any forcing layer. We also showed that the negation of Voevodsky’s univalence axiom is consistent with CIC plus functional extensionality. This statement could already be deduced for the existence of a set-based proof-irrelevant model [11], but we provided the first formalization of it, in a proof relevant setting, and by an easy use of the forcing plugin. Under an additional assumption of parametricity, we showed conversely that we get the preservation of the univalence axiom.

This is a first step towards the use of the category of cubes as the type of forcing conditions to give a computational content to the cubical type theory [3] of Coquand et al. in Coq, and in particular to the univalence axiom.
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\(^1\)Available at \url{https://github.com/CoqHott/coq-forcing}. 
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A Dialectica-Like Approach to Tree Automata

Colin Riba*

We propose a fibred monoidal closed category of alternating tree automata, based on a Dialectica-like approach to the fibred game model of [15].

Alternating tree automata are equivalent in expressive power to the Monadic Second-Order Logic on infinite trees (MSO), which subsumes most of the logics used in verification (see e.g. [5]). Acceptance of an input tree \( t \) by an automaton \( A \) can be described by a two-player game, where the Proponent \( P \) (also called Automaton or \( \exists \)-loïse) tries to force the execution of the automaton on a successful path, while its Opponent \( O \) (\( \forall \)-belard) tries to find a failing path. Then \( A \) accepts \( t \) iff \( P \) has a winning strategy in this game. Alternating automata are easily closed under complement, and together with the translation of alternating automata to non-deterministic ones (the Simulation Theorem [12]), this provides a convenient decomposition of the translation of MSO formulas to automata (see e.g. [5]), implying the decidability of MSO [14]. This work shows that to some extent this decomposition can be reflected in the decomposition of intuitionistic logic in linear logic [4].

The fibred symmetric monoidal closed structure allows to organize tree automata in a deduction system for a first-order multiplicative linear logic. Our model, which is based on game semantics, provides following [15] a realizability interpretation of this system: From a derivation of say \( A \Rightarrow B \), we can compute a strategy \( \sigma \) witnessing the inclusion \( L(A) \subseteq L(B) \) (where \( L(A) \) is the set of trees accepted by \( A \)), in the sense that for any input tree \( t \) and any strategy \( \tau \) witnessing that \( t \in L(A) \), the strategy \( t^* (\sigma) \circ \tau \) witnesses that \( t \in L(B) \) (here \( t^* \) is the substitution functor induced by \( t \)).

We use Gödel’s Dialectica interpretation (see e.g. [1, 11]) in two related ways. First, transitions of alternating tree automata can be seen (following e.g. [12]) as being valued in a free distributive lattice, hence as being given by expressions in a \( \lor \land \)-form. Then, Dialectica, seen as a constructive notion of prenex \( \exists \forall \)-formulas, provides the transition function of the internal linear implication of our notion of tree automata. Second, our notion of morphism (issued from [15]) is based on zig-zag strategies, which can be represented by a Dialectica-like category (see e.g. [3, 7, 6]) based on the topos of trees (see e.g. [2]). This allows to conveniently describe the dependencies of strategies on tree directions, and to get a very simple fibred structure thanks to a variation of simple fibrations based on comonoid indexing (see e.g. [8]).

When restricting to parity automata, the winning conditions of games of the form \( A_1 \otimes \cdots \otimes A_n \Rightarrow B \) are given by disjunctions of parity conditions (called Rabin conditions), and it is known that if \( P \) wins such a game, then he has a positional winning strategy [10, 9]. In this context, we show that a powerset operation translating an alternating automaton to an equivalent non-deterministic one satisfies the deduction rules of
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the ‘!’ modality of linear logic. Unfortunately, positional strategies do not compose, but
we still get a deduction system for intuitionistic linear logic, which in particular gives
deduction for minimal intuitionistic predicate logic via the Girard translation. Using
a suitable negative translation based on the ‘?’ modality, we can interpret proofs of
minimal classical logic, and also get a weak form of completeness of our realizers w.r.t.
language inclusion, in the sense that if $\mathcal{L}(A) \subseteq \mathcal{L}(B)$, then from a regular O-strategy
witnessing $\mathcal{L}(A) \cap \mathcal{L}(\!(\!(B^!)\!)) = \emptyset$ (provided by an algorithm solving regular games on
finite graphs, see e.g. [13]), we can build a winning P-strategy on $A \rightarrow \!(\!(B^!)\!)^!$.

Details can be found in the unpublished draft [16].
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In [1] Bernardy & Jansson used a recursive block formulation of matrices to certify Variant’s [4] parsing algorithm. Their matrix formulation was restricted to matrices of size $2^n \times 2^n$ and this work extends the matrix formulation to allow for all sizes of matrices and applies similar techniques to algorithms that can be described as transitive closures of semi-rings of matrices with inspiration from [2] and [3].

We define a hierarchy of ring structures as Agda records. A semi-near-ring for some type $s$ needs an equivalence relation $\simeq_s$, a distinguished element $0_s$ and operations addition $+_s$ and multiplication $\cdot_s$. Our semi-near-ring requires that $0_s$ and $+_s$ form a commutative monoid (i.e. $+_s$ commutes and $0_s$ is the left and right identity of $+_s$), $0_s$ is the left and right zero of $\cdot_s$, $+_s$ is idempotent ($\forall x \rightarrow x +_s x \simeq_s x$) and $\cdot_s$ distributes over $+_s$.

For the semi-ring we extend the semi-near-ring with another distinguished element $1_s$ and proofs that $\cdot_s$ is associative and that $1_s$ is the left and right identity of $\cdot_s$.

Finally we extend the semi-ring with an operation closure that computes the transitive closure of an element of the semi-ring ($c$ is the closure of $w$ if $c \simeq_s 1_s +_s w \cdot_s c$ holds), we denote the closure of $w$ with $w^\ast$.

We use two examples of semi-rings with transitive closure: (1) the Booleans with disjunction as addition, conjunction as multiplication and the closure being true; and (2) the natural numbers ($\mathbb{N}$) extended with an element $\infty$, we let $0_s = \infty$, $1_s = 0$, $\min$ plays the role of $+_s$, addition of natural numbers the role of $\cdot_s$ and the closure is 0.

Matrices To represent the dimensions of matrices we use a type of non-empty binary trees:

```agda
data Shape : Set where
  L : Shape
  B : (s₁ s₂ : Shape) → Shape
```

This representation follows the structure of the matrix representation more closely than natural numbers and we can easily compute the corresponding natural number:

```agda
toNat : Shape → \mathbb{N}; toNat L = 1; toNat (B l r) = toNat l + toNat r
```

while the other direction is slightly more complicated because we want a somewhat balanced tree and we have no representation for 0.

Matrices are parametrised by the type of elements they contain and indexed by a Shape for each dimension. We use a datatype $M$ with four constructors: One, Row, Col, and Q. The first One lifts an element into a 1-by-1 matrix:

```agda
data M (a : Set) : (rows cols : Shape) → Set where
  One : a → M a L L
```

Row and column matrices are built from smaller matrices which are either 1-by-1 matrices or further row respectively column matrices.
Row : \{ c_1, c_2 : \text{Shape} \} \rightarrow M a L c_1 \rightarrow M a L c_2 \rightarrow M a L (B c_1 c_2)

Col : \{ r_1, r_2 : \text{Shape} \} \rightarrow M a r_1 L \rightarrow M a r_2 L \rightarrow M a (B r_1 r_2) L

and matrices of other shapes are built from $2 \times 2$ smaller matrices

$Q : \{ r_1, r_2, c_1, c_2 : \text{Shape} \} \rightarrow M a r_1 c_1 \rightarrow M a r_1 c_2 \rightarrow M a r_2 c_1 \rightarrow M a r_2 c_2 \rightarrow M a (B r_1 r_2) (B c_1 c_2)$

This matrix representation allows for simple formulations of matrix addition, multiplication, and as we will see also the transitive closure of a matrix.

**Transitive closure** In [3] Lehmann presents a definition of the closure on square matrices, $A^* = 1 + A \cdot A^*$: Given

$$A = \begin{bmatrix} A_{11} & A_{12} \\ A_{21} & A_{22} \end{bmatrix}$$

the transitive closure of $A$ is defined inductively as

$$A^* = \begin{bmatrix} A_{11} + A_{11} \cdot A_{12} \cdot \Delta^* \cdot A_{21} \cdot A_{11} & A_{11} \cdot A_{12} \cdot \Delta^* \\ \Delta^* \cdot A_{21} \cdot A_{11}^* & A_{11}^* \end{bmatrix}$$

where $\Delta = A_{22} + A_{21} \cdot A_{11}^* \cdot A_{12}$ and the base case is the 1-by-1 matrix where we use the transitive closure of the element of the matrix: $[s]^* = [s]^*$. We have encoded this definition of closure in Agda and implemented a constructive correctness proof using structural induction and equational reasoning. The full development of around 2500 lines of literate Agda code (including this abstract) is available on GitHub (https://github.com/DSLsofMath/FLABloM).

**Conclusions** We have presented an algebraic structure useful for (block) matrix computations and implemented and proved correctness of transitive closure. Compared to [1] our implementation handles arbitrary matrix dimensions but is restricted to semi-rings. Future work would be to extend the proof to cover both arbitrary dimensions and the more general semi-near-ring structure which would allow parallel parsing as an application.
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Abstract

We propose the first interpretation of propositional answer set programming (ASP) in terms of intuitionistic proof theory, in particular in terms of simply typed lambda calculus. While connections between ASP and intuitionistic logic are well-known, they usually take the form of characterizations of stable models with the help of some intuitionistic theories represented by specific classes of Kripke models. As such the known results are model-theoretic rather than proof-theoretic. In contrast, we propose an interpretation of ASP in terms of constructive proofs.

Answer Set Programming (ASP) is a programming paradigm originated from logic programming with negation understood as “fixpoint” [1, 2, 3]. The paradigm proved useful by reducing search problems to so called stable models of declarative programs.

It has been observed long ago [5, 6, 7] that ASP can be interpreted using certain intuitionistic theories or intermediate logics, of which equilibrium logic of Pearce [7] is the most fundamental example. This is commonly summarized as applying intuitionistic logic to ASP. But what is actually done is representing answer sets as specific Kripke models (often two-state models).

We propose another way to interpret ASP in intuitionistic logic, namely we want to represent ASP inference (entailment in stable models) by intuitionistic provability. We use the ordinary intuitionistic logic (without any additional axioms) for this purpose. Our proof-theoretical account brings new insights to the operational semantics of answer set programming. This seems to suggest that intuitionistic provers can serve as natural ASP-solvers. Yet differently, perhaps intuitionistic logic (together with its highly intuitive and natural lambda-notation) should itself be seen as a programming paradigm, competitive to ASP?

In the present note we only consider propositional ASP and we reduce it to the implicational fragment (in particular no negation is needed) of propositional intuitionistic logic (IPC). We believe this approach should turn out very flexible by easily accomodating various extensions of ASP. In particular, a similar approach should be applicable to first-order ASP.

**Propositional ASP:** A literal is a propositional atom or its negation. A clause is an expression of the form $X := X_1, \ldots, X_n$, where $X$ is a propositional atom and $X_1, \ldots, X_n$ are literals. A program is a finite set of clauses. A model is a set $M$ of atoms, identified with a valuation $v_M$ such that $v_M(X) = true$ if and only if $X \in M$. Given a program $P$ and a model $M$, we obtain $P^M$ from $P$ as follows. First, for all $X \notin M$, we delete $\neg X$ from the rhs of all clauses of $P$. Then, for all $X \in M$, delete all clauses of $P$ with $\neg X$ at the rhs. Now the interpretation of $P$ under $M$, denoted $I(P, M)$, is defined as the least fixed point of the operator:

$$F(S) = S \cup \{X \mid \text{there is a clause } X := X_1, \ldots, X_n \text{ in } P^M \text{ such that all } X_i \text{ are in } S\}.$$ 

A model $M$ is a stable model of $P$ (or it is an answer set for $P$) iff $M = I(P, M)$. We also say that $P$ entails an atom $X$ under SMS, written $P \models_{SMS} X$, iff every stable model of $P$ satisfies $X$. It is known [2, 4] that the existence of a stable model and the entailment under SMS are, respectively, NP and co-NP complete problems.
**Intuitionistic logic:** We consider formulas of minimal propositional logic with \( \rightarrow \) as the only propositional connective. That is, our formulas are just simple types, and intuitionistic proofs can be identified with simply-typed lambda-terms.

Given a program \( P \) we define an implicational formula \( \varphi \) such that \( P \) entails \( X \) under stable model semantics if and only if \( \varphi \) is intuitionistically provable. Let \( X_1, \ldots, X_n \) be all propositional atoms occurring in \( P \), including \( X \). Without loss of generality we assume that \( X_i \) and \( \neg X_i \) never occur together in the rhs of a clause.

Assume that \( P \) consists of \( m \) clauses, numbered from 1 to \( m \). The vocabulary of \( \varphi \) consists of atoms \( 0, 1, \ldots, n, X_1, \ldots, X_n, \overline{X}_1, \ldots, \overline{X}_n, X_1!, \ldots, X_n!, X_1?, \ldots, X_n?, A, B, K_1, \ldots, K_m \).

The formula \( \varphi \) has the form \( \psi_1 \rightarrow \cdots \rightarrow \psi_d \rightarrow 0 \). The assumption formulas \( \psi_1, \ldots, \psi_d \) are defined below. The first \( n \) assumptions are as follows:

\[
\psi_1 = (X_1 \rightarrow 1) \rightarrow (\overline{X}_1 \rightarrow 1) \rightarrow 0, \quad \ldots \quad \psi_n = (X_n \rightarrow n) \rightarrow (\overline{X}_n \rightarrow n) \rightarrow n - 1.
\]

The next \( m \) assumptions are the clauses of \( P \), where every atom \( X \) is replaced by \( X! \) and every \( \neg X \) is replaced by \( \overline{X} \). Then we have three formulas: \( X \rightarrow n \), \( A \rightarrow n \), \( B \rightarrow n \), with target \( n \). For every \( i = 1, \ldots, n \), there are assumptions \( \overline{X}_i \rightarrow X_i! \rightarrow A \) and \( X_i \rightarrow X_i? \rightarrow B \). For \( i = 1, \ldots, n \), there is an assumption \( (X_i? \rightarrow K_{s_1}) \rightarrow \cdots \rightarrow (X_i? \rightarrow K_{s_r}) \rightarrow X_i? \), where \( s_1, \ldots, s_r \) are (numbers of) all the clauses of \( P \) with target \( X_i \).

If the atom \( X_i \) occurs at the rhs of the \( s \)th clause of \( P \) then there is an assumption \( X_i? \rightarrow K_s \). And if \( \neg X_i \) occurs at the rhs of the \( s \)th clause of \( P \) then there is an assumption \( X_i \rightarrow K_s \).

The formulas naturally reflect the semantical character of the definition of ASP. Their intended meaning is as follows: Formulas \( \psi_1, \ldots, \psi_n \) choose a binary valuation of atoms in a certain model. In order to prove \( 0 \) one proves \( n \) under assumptions representing every model. Now there are three ways in which the entailment \( P \models X \) holds in a stable model: either \( X \) holds, or the model is unstable because \( P \) is unsound (proves too much) or the model is unstable because \( P \) is incomplete (does not prove what is needed). The assumption \( X \rightarrow n \) can be used to complete the proof when \( X \) holds in the model. The two other possibilities are represented by \( A \) and \( B \), respectively. One proves \( A \) when \( P \) is unsound for our model: it forces some \( X_i \) to hold (that is, \( X_i \in I(P,M) \)), but \( \overline{X}_i \) is chosen. Proving \( B \) means that \( P^M \) is unable to derive an atom \( X_i \) which is present in the model. The propositional atoms \( X_i \) and \( K_s \) are understood as “\( X \) has no proof” and “the target of the \( s \)th clause has no proof”, respectively. The formula with target \( X_i? \) should be understood as follows: no clause with target \( X_i \) has a proof unless such a proof recursively refers to the proof goal \( X_i \).
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Abstract

For inductively defined sets proofs by induction are carried out using the induction hypothesis. We demonstrate how such a methodology can be applied as well to proofs by coinduction, which can make use of the coinduction hypothesis. We show as well how to apply this methodology to proofs of bisimilarity on transition systems.

The goal of this talk is to transfer the way of carrying out coinductive proofs in type theoretic theorem provers to reasoning in ordinary mathematics. We will use standard set theoretic notion, however use \( n \in \mathbb{N} \) instead of \( n \in \mathbb{N} \).

When reasoning about inductively defined sets we are used to argue informally while referring to the induction hypothesis. When for instance showing \( \forall x, y, z : \mathbb{N}.(x + y) + z = x + (y + z) \), we do not first define a set \( R := \{ z : \mathbb{N} | \forall x, y. (x + y) + z = x + (y + z) \} \) and then argue that \( R \) is closed under 0 and successor. Instead we show \( (x + y) + 0 = x + (y + 0) \) and prove \( (x + y) + S(z) = x + (y + S(z)) \) by using the induction hypothesis \( (x + y) + z = x + (y + z) \).

Both forms of reasoning are equivalent, but the latter is more light weight and easier to use.

When proving properties about coinductively defined sets, i.e. final coalgebras, we are currently usually following principles which are similar to using for natural numbers the set \( R \) being closed under 0, \( S \) as above. For instance when showing that two elements of a labelled transition system are bisimilar, one defines a relation on pairs of states of the transition system and shows that it is a bisimulation relation. This makes coinductive reasoning difficult to use.

In [2] we have introduced very general schemata for reasoning corecursively and coinductively by using a coinduction hypothesis in a similar way as one reasons primitive recursively and inductively. The theory was developed for the coinductive version of the Petersson Synek Trees, which capture using containerisation a large class of strictly positive indexed coinductively defined sets. In this talk we will present some examples of how to apply this to more simple examples. The use of the coinduction hypothesis is simplified by making use of the definition of coinductively defined sets as given by their elimination rules [1].

Consider the example of the set of increasing streams \( \text{IncStream}(n) \), which is the coinductively defined set indexed over \( \mathbb{N} \) given by the eliminators (observations)

\[
\begin{align*}
\text{head} : & \quad (n : \mathbb{N}) \to \text{IncStream}(n) \to \mathbb{N}_{\geq n} \\
\text{tail} : & \quad (n : \mathbb{N}) \to (s : \text{IncStream}(n)) \to \text{IncStream}(\text{head}(n, s) + 1)
\end{align*}
\]

where \( \mathbb{N}_{\geq n} := \{ m : \mathbb{N} | m \geq n \} \).

The schema for corecursion expresses that we can define, assuming a set \( X \) and \( i : X \to \mathbb{N} \) a function \( f : (x : X) \to \text{IncStream}(i(x)) \), provided we define for \( x : X \)

\[
\begin{align*}
\text{head}(i(x), f(x)) & \quad = \quad m \quad : \quad \mathbb{N}_{\geq i(x)} \\
\text{tail}(i(x), f(x)) & \quad = \quad s \quad : \quad \text{IncStream}(m + 1)
\end{align*}
\]

where \( m \) and \( s \) depend on \( x \), and \( s \) can be defined either as an element of \( \text{IncStream}(m + 1) \) known before defining \( f \) or \( s \) can be given by the corecursion hypothesis \( f(x') \) for some \( x' \) s.t. \( i(x') = m + 1 \).
We show

For instance, let $T := \{n : \mathbb{N}\} \to \text{IncStream}(n)$

where in case $f, g$ are both $\text{IncStream}$ we can prove by coinduction on $\text{IncStream}$ it is as follows: Assume $i : X \to \mathbb{N}$ and $f, g : (x : X) \to \text{IncStream}(i(x))$. We can prove $\forall x : X. f(x) = g(x)$ by showing the following:

$$\forall x : X. \text{head}(i(x), f(x)) = \text{head}(i(x), g(x))$$
$$\forall x : X. \text{tail}(i(x), f(x)) = \text{tail}(i(x), g(x))$$

where for proving $\text{tail}(i(x), f(x)) = \text{tail}(i(x), g(x))$ we can use the fact that $\forall i(x), f(x) = f(x')$ and $\forall i(x), g(x) = g(x')$ for some $x'$ s.t. $i(x') = \text{head}(i(x), f(x)) + 1$, and by using the coinduction hypothesis $f(x') = g(x')$.

For instance we can prove by coinduction on $\text{IncStream}$

$$(\forall n : \mathbb{N}. \text{inc}(n) = \text{inc}'(n)) \land (\forall n : \mathbb{N}. \text{inc}(n) = \text{inc}''(n))$$

as follows:

$$\text{head}(\text{inc}(n)) = n = \text{head}(\text{inc}'(n)) = n = \text{head}(\text{inc}''(n))$$
$$\text{tail}(\text{inc}(n)) = \text{inc}(n + 1) \xrightarrow{\text{co-IH}} \text{inc}''(n + 1) = \text{tail}(\text{inc}'(n))$$
$$\text{tail}(\text{inc}(n)) = \text{inc}(n + 1) \xrightarrow{\text{co-IH}} \text{inc}'(n + 1) = \text{tail}(\text{inc}''(n))$$

The above principle applies as well to proofs of bisimilarity $\sim$ for labelled transition systems. Restricting ourselves to the unlabelled case, let a transition system be given by a set $T$ and a relation $\rightarrow \subseteq T \times T$. The schema for proving bisimilarity on $(T, \rightarrow)$ is as follows: Assume $f, g : X \to T$. We can prove $\forall x \in X. f(x) \sim g(x)$ by giving:

- for $f(x) \rightarrow t$ a $t'$ s.t. $g(x) \rightarrow t'$ and $t \sim t'$,
- for $g(x) \rightarrow t'$ a $t$ s.t. $f(x) \rightarrow t$ and $t \sim t'$.

where in case $t = f(x')$ and $t' = g(x')$ for some $x'$ we are allowed to use for proving $t \sim t'$ the coinduction-hypothesis $f(x') \sim g(x')$.

For instance, let $T := \{*\} \cup \mathbb{N}$, given by $* \rightarrow *$, $n \rightarrow n + 1$.

We show $\forall n \in \mathbb{N}.* \sim n$:

- Assume $* \rightarrow x$. Then $x = n \rightarrow n + 1$ and by co-IH $* \sim n + 1$.
- Assume $n \rightarrow x$. Then $x = n + 1. * \rightarrow *$ and by co-IH $* \sim n + 1$.
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Isomorphisms of types are represented by λ-terms $t : A \to B$ such that there exists $t^{-1} : B \to A$ and $t^{-1} \circ t \equiv \text{id}_A, t \circ t^{-1} \equiv \text{id}_B$. (For detailed definitions and history see, e.g., [2].)

An isomorphism is called an automorphism if $A = B$. For example, for $A = a \to (a \to a)$ there are two automorphisms: the identity, and the permutation of premises. Obviously, the automorphisms $t : A \to A$ form a group w.r.t. composition.

The automorphisms and automorphism groups of types were not studied in [2], but the methods developed there permit to obtain a straightforward proof of the following theorem:

**Theorem 1** A finite group $G$ is isomorphic to the group of automorphisms of some type $A$ of simply typed λ-calculus with surjective pairing and terminal object if and only if it is isomorphic to the group of automorphisms of a finite rooted tree.

It turns out that using either the types of system $F$ (see, e.g., [2]) or dependent product kinds (of, say, logical framework $LF$, see [4] or [6]) it is possible to represent any finite group. Let $G$ be a finite group with the set of generators $S \subseteq G$. Let $C_S(G)$ denote its Cayley colored graph [8].

**Proposition.** (See [8], theorem 4-8.) The subgroup of color-preserving automorphisms of $\text{Aut}(C_S(G))$ is isomorphic to $G$.

**Theorem 2.** It is possible to construct a type $T_S(G)$ of system $F$ (a kind $K_S(G)$ of $LF$) such that:

(i) The group of automorphisms of the type $T_S(G)$ is isomorphic to the group of color-preserving automorphisms of $C_S(G)$ and thus isomorphic to $G$.

(ii) The group of automorphisms of the type $K_S(G)$ is isomorphic to the group of color-preserving automorphisms of $C_S(G)$ and thus isomorphic to $G$.

The proof uses an explicit construction of $T_S(G)$ and $K_S(G)$. An important difference with the simply typed case is exploited: the fact that the equality of types in system $F$ (or $LF$) is non-trivial, for example, it includes the α-conversion.

**Example.** The following types of system $F$ are α-equal:

$$\forall X.\forall Y.\forall Z.((X \to Y) \to (Y \to Z) \to (Z \to X) \to \forall U. U)$$

$$\forall Z.\forall X.\forall Y.((Z \to X) \to (X \to Y) \to (Y \to Z) \to \forall U. U)$$

$$\forall Y.\forall Z.\forall X.((Y \to Z) \to (Z \to X) \to (X \to Y) \to \forall U. U).$$

The non-trivial automorphisms are obtained by simultaneous application of the same permutation to the quantifiers and the premises of implication. The group of automorphisms is the cyclic group $C_3$. (In general the construction is more complex and uses an encoding of colours of the Cayley graph.)

**Applications.** The types isomorphic to a given type and their isomorphisms form a groupoid (in cases of simple types, types of system $F$ and kinds of $LF$ it is finite). The

---

*This work was partially supported by the Climt project, ANR-11-BS02-016-02.
study of automorphism groups of types is part of the study of this groupoid, and may be of interest for foundational research, for example, the Homotopy Type Theory [1]. Another, more practical application is suggested by the observation that since automorphisms do not change data types, but change their elements, they may be of use in cryptography.

Future research. It would be of interest to study automorphisms in other type systems, for example the simply typed calculi with empty and sum types [3]. Consideration of retractions (cf. [7]) may be interesting if one wants to go beyond groups and groupoids as algebraic structures to be represented.

Acknowledgements. A paper that contains the proofs of these results is actually submitted to MSCS [5]. I would like to thank Ralph Matthes for useful remarks concerning the early version of this paper, and anonymous referees for remarks concerning this abstract.
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Lean is a dependently typed theorem prover\(^1\) which is developed mainly by Leonardo de Moura at Microsoft Research. Even though the project is very young – the development started in 2013 – it already provides a very usable language for formalizations of all kinds. It allows for proof irrelevant reasoning as well as homotopy type theory and it has an extensive library for both of these modes which is mainly written by Jeremy Avigad and others at Carnegie Mellon University, Pittsburgh.

I will first give a little tour through the features of Lean, presenting its syntax and current means of automation, and comparing it to other widespread provers like Coq, Agda and Isabelle. The features presented include:

- Defining inductive types,
- defining and extending structures (record types),
- writing proof terms in direct syntax or using tactics, and
- using type classes.

Then, I will show in some examples how these features were used to build Lean’s (proof irrelevant) standard library and its homotopy type theory library.

Afterwards, I will describe my experience formalizing double groupoids with thin structure and crossed modules as algebraic structures to contain the first and second homotopy groupoids of a higher type. I will focus on the difficulties to reconcile abstraction height and proof checker performance, which can be an issue in any larger formalization project.

\(^1\)http://leanprover.github.io
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